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Abstract

The electron precession diffraction technique is employed to provide quasi-kinematical data for determination of
atom positions in the (Ga,In),SnOs m-phase. Precession data are compared with conventional diffraction data captured
under identical conditions and show a distinct superiority because they exhibit kinematical characteristics in the
structure-defining reflections. Precessed data are not usable within a kinematical interpretation in all cases, and a simple
basis is presented for omission of errant reflections to improve adherence to kinematical behavior. A second approach is
demonstrated where intensities are used with direct methods instead of amplitudes, enhancing the contrast between
strong and weak beams. The unrefined atom positions recovered a priori via direct methods are consistent between the
two approaches and fall on average within 4 picometers of positions in the previously refined structure.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction

Many current crystallography problems require
nanoprobe techniques to investigate the length
scale of interest. These include precipitate studies,
bulk catalyst supports, and surface studies. The
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transmission electron microscope (TEM) is one
tool that is particularly suitable for nanoprobe
studies, simultaneously providing imaging and
diffraction modes plus chemical probes within a
self-contained laboratory system. For investiga-
tions of unknown structures, it has proven to be
limited in studying thick specimens or specimens
containing heavy elements due to distortion of
diffraction data and images by multiple scattering.
Progress in this area is steadily being made and
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several powerful tools are now available to solve
structures using the electron microscope. New
experimental techniques and development of soft-
ware suites in recent years (and better under-
standing of what is required for them to work [1])
has yielded successful solution of previously
intractable complex structures. Direct imaging of
lattice projections using sub-A probes has been
accomplished on irradiation-resistant materials
with aberration-corrected scanning microscopes,
and point resolution in phase contrast images from
corrected TEMs is of similar order [2,3]. Recipro-
cal space approaches include:

e use of kinematical crystallography algorithms
(e.g., Sir97) on dynamical data [4,5] or mod-
ifications of dynamical data [6],

e use of kinematical algorithms with data care-
fully collected to be as kinematical as possible
(e.g., surfaces) [7,8],

e dynamical algorithms that refine existing struc-
ture models to account for dynamical effects
[9,10],

e combinations of the above.

Of these, the precession diffraction technique
has been shown to be useful in improving data
quality by making intensities more kinematical
[11]. Precession electron diffraction (PED) utilizes
a serially generated hollow illumination cone with
tilt semi-angle typically less than 50 mrad (~3°, or
<2A~" at 200kV) which is combined with a
complementary post-specimen descan to bring the
scattered beams to measurable spots. It has been
employed in the solution of two unknown
structures, in one study using precession intensities
alone [12], and in two others utilizing a forward
dynamical calculation employing some known
structure factors to correct intensities [13,14]. In
this note, a case is demonstrated wherein a metal
oxide structure known to be a strongly dynamical
scatterer yields a direct solution without phase
information or modification of experimental in-
tensity values.

The Ga—In-Sn—O ternary oxide system (GITO)
was previously investigated for use as a potential
transparent conducting oxide substrate material
for flat panel displays and solar panels [15,16]. The

phase studied here, denoted m-phase, was first
identified using powder X-ray diffraction and
solved by a combination of electron diffraction
and high-resolution imaging, then later confirmed
by neutron diffraction [17]. This phase has a
monoclinic unit cell with @ =11.69A, b =3.17A,
c=10.73 A, and f =99°. The plane group is p2,
and the origin can be defined by fixing phases of
two strong reflections that have odd parity and are
non-collinear with the transmitted beam. The
plate-like structure is shown in Fig. 1.

A two-dimensional electron precession dataset
from GITO was captured on a precession system
based upon the JEOL 2000FX microscope de-
scribed elsewhere [18]. Operating conditions were
as follows: [010] projection; 200kV accelerating
voltage; cone semi-angle of 24mrad (0.96 A" in
the diffraction plane); parallel illumination; 60 Hz
precession scan rate; smallest condenser aperture
(10um), and ~50nm probe size. The dataset
(henceforth referred to as “precessed’”) was cap-
tured on a GATAN US1000 CCD. A second
dataset was acquired by conventional fine probe
diffraction (henceforth referred to as “dynamical’)
using an identical illuminated region and illumina-
tion conditions excepting beam precession, within
experimental error, and using identical probe size
and exposure times.

Intensity measurements of the digital images
were conducted within EDM [19]. The intensi-
ties collected from the precession dataset were

Fig. 1. Structure of (Ga,In),SnO,. In/Ga balls represent mixed
occupancy sites.
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Table 1 Table 1 (continued)
Kinematical amplitudes and experimental amplitudes for the
GITO precession experiment (normalized to strongest reflec- h k g Fiin Fprec
tion)
—6 1 0.5358 3.08E-02 2.39E-01
h k g Fiin Forec —4 4 0.5440 3.66E-01 3.82E-01
-5 3 0.5464 2.58E-01 4.11E-01
1 1 0.1162 1.47E-01 6.13E-01%* 2 6 0.5586 7. 44E-01 5.24E-01
-1 1 0.1360 1.38E-01 5.21E-01* 0 6 0.5592 1.65E-01 3.27E-01
2 0 0.1711 2.25E-01 5.46E-01* _3 5 0.5661 6.60E-02 2.48E-01
2 1 0.1816 3.98E-03 2.75E-01* -6 2 0.5728 4.36E-01 4.18E-01
0 2 0.1864 8.14E-02 3.41E-01%* 3 6 0.5776 6.87E-02 2.31E-01
1 2 0.1925 1.49E-01 4.50E-01* -1 6 0.5788 1.37E-02 2.39E-01
-2 1 0.2072 4.52E-01 7.09E-01%* 6 4 0.5853 6.19E-02 2.36E-01
-1 2 0.2169 1.94E-01 6.43E-01* 7 2 0.5987 2.08E-01 2.87E-01
2 2 0.2325 6.26E-02 4.15E-01% 7 0 0.5988 5.03E-02 2.94E-01
3 0 0.2566 1.99E-01 3.54E-01 4 6 0.6082 4.42E-02 2.73E-01
3 1 0.2590 1.69E-01 5.04E-01 _5 4 0.6098 1.60E-01 2.42E-01
-2 2 0.2720 4.92E-03 2.69E-01 —4 5 0.6198 3.29E-02 2.59E-01
1 3 0.2793 2.16E-01 3.19E-01 7 3 0.6200 1.45E-02 2.45E-01
0 3 0.2796 8.81E-01 7.65E-01 6 5 0.6370 4.51E-01 4.14E-01
-3 1 0.2864 1.80E-01 3.03E-01 1 7 0.6446 1.39E-01 2.56E-01
3 2 0.2926 4.21E-04 2.95E-01 5 6 0.6487 9.06E-02 2.43E-01
2 3 0.3041 6.88E-01 6.61E-01 -3 6 0.6507 3.08E-02 2.58E-01
-1 3 0.3049 1.64E-01 3.51E-01 0 7 0.6524 1.85E-01 3.54E-01
-3 2 0.3400 1.04E-01 3.84E-01 3 7 0.6626 2.44E-01 2.42E-01
4 1 0.3403 7.82E-02 2.82E-01 8 1 0.6761 3.75E-01 3.70E-01
4 0 0.3422 4.63E-02 2.54E-01 6 4 0.6799 5.63E-02 2.39E-01
3 3 0.3487 2.38E-01 3.17E-01 7 5 0.6989 1.04E-01 2.38E-01
-2 3 0.3499 1.39E-01 3.95E-01 7 3 0.6994 3.44E-02 2.69E-01
4 2 0.3631 2.61E-01 5.38E-01 ) 7 0.6998 5.12E-01 4.44E-01
—4 1 0.3684 1.00E+ 00 1.00E + 00 5 7 0.7220 8.62E-05 2.51E-01
1 4 0.3692 4.51E-03 3.29E-01 8 4 0.7263 3.11E-01 2.86E-01
0 4 0.3728 3.59E-02 3.30E-01 -3 2 0.7369 5.04E-01 3.31E-01
2 4 0.3851 3.31E-02 2.26E-01 1 8 0.7370 1.99E-02 2.64E-01
-1 4 0.3953 9.80E-02 3.07E-01 —6 5 0.7453 4.77E-01 4.18E-01
4 3 0.4066 9.76E-02 2.70E-01 7 6 0.7527 1.72E-01 2.32E-01
-3 3 0.4080 1.69E-01 3.78E-01 7 4 0.7532 7.52E-02 3.02E-01
—4 2 0.4145 6.71E-02 2.99E-01 -5 6 0.7553 1.23E-02 2.44E-01
3 4 0.4182 1.22E-01 3.70E-01 9 2 0.7633 7.26E-02 2.70E-01
5 1 0.4233 1.21E-01 2.64E-01 -1 8 0.7636 3.23E-02 2.38E-01
5 0 0.4277 2.22E-01 4.67E-01 -9 1 0.7899 1.37E-01 3.46E-01
-2 4 0.4338 5.70E-01 5.83E-01 2 9 0.8294 3.29E-01 2.90E-01
5 2 0.4390 1.15E-01 2.89E-01 6 8 0.8364 1.66E-01 3.66E-01
-5 1 0.4518 1.11E-01 2.32E-01 10 1 0.8459 1.52E-01 2.61E-01
1 5 0.4604 7.16E-02 2.81E-01 4 9 0.8549 2.41E-01 2.45E-01
0 5 0.4660 2.62E-02 2.53E-01 10 0 0.8554 4.02E-03 2.76E-01
2 5 0.4706 8.39E-02 2.87E-01 —4 8 0.8676 1.70E-01 2.33E-01
5 3 0.4730 4.74E-02 2.61E-01 10 4 0.8780 2.78E-01 2.84E-01
—4 3 0.4745 6.15E-02 2.36E-01 -8 5 0.8861 1.76E-01 2.45E-01
-3 4 0.4845 6.91E-02 2.52E-01 -9 4 0.9064 6.00E-02 3.77E-01
-1 5 0.4868 3.66E-01 3.36E-01 -3 9 0.9147 1.20E-01 2.54E-01
-5 2 0.4926 1.37E-02 2.71E-01 1 10 0.9225 1.14E-01 2.52E-01
6 1 0.5071 2.49E-02 2.60E-01 11 1 0.9310 1.67E-01 2.38E-01
6 2 0.5179 3.47E-01 4.36E-01 0 10 0.9320 3.48E-01 3.69E-01
5 4 0.5216 1.52E-02 2.38E-01 —-10 3 0.9406 3.05E-01 2.66E-01
4 5 0.5332 6.38E-02 3.06E-01 7 7 0.9520 1.67E-01 2.94E-01
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Table 1 (continued)

h k g Fkin Fprcc
—6 8 0.9690 2.84E-01 3.52E-01
-2 10 0.9735 2.50E-01 2.70E-01
10 7 0.9913 1.80E-01 2.44E-01
12 3 1.0208 1.64E-01 2.73E-01
12 0 1.0265 2.49E-01 2.91E-01
—-12 1 1.0452 2.28E-02 2.31E-01
—10 6 1.0928 4.17E-01 2.63E-01
13 1 1.1013 1.23E-01 2.44E-01
-12 3 1.1053 2.41E-01 2.63E-01
11 8 1.1054 4.00E-02 2.35E-01
4 12 1.1172 1.92E-01 2.74E-01
—4 11 1.1304 3.22E-01 2.60E-01
-1 12 1.1349 3.66E-02 2.56E-01
8 11 1.1401 1.74E-01 2.25E-01
—10 9 1.2883 2.42E-01 2.43E-01
—11 8 1.2887 2.80E-02 2.35E-01
—14 4 1.3088 8.89E-02 2.27E-01
—4 14 1.3997 1.15E-01 2.61E-01

See Fig. 2 for experimental errors. Reflections excluded in direct
methods are starred (*).

symmetry-averaged and used directly with the fs98
code packaged within EDM. The software uses an
accurate cross-correlation algorithm similar to
that described by [20] to collect intensities, wherein
a unitary spot motif generated by combining
reflection profiles is used to quantify the reflection
intensities. The precession system was able to bring
the diffracted beams down to uniform spots
suitable for measurement by this method. 121
symmetry-averaged intensities were collected and
their amplitudes are given in Table 1.

Precession decreases error between Friedel
pairs, hence a slight mistilt of the zone axis with
respect to the incident beam is tolerable for
quantitative electron crystallography. For in-
stance, a mistilt of less than one milliradian is
readily compensated by a precession cone semi-
angle of 20mrad. This effect is seen in experi-
mental data. Error between Friedel equivalents
was evaluated in both precessed and non-precessed
diffraction patterns according to the metric,

|Fg_Fﬁ|.

. M)

E Friedel =

Fig. 2. Friedel errors (amplitudes). Most precession errors
(circles) are less than 10% of the amplitude and decrease with
increasing amplitude. Non-precessed Friedel errors have more
scatter and often exceed 10% of the measured amplitude due to
the asymmetric sampling of relrods.

The non-precessed ZAP was aligned visually to
be as on-zone as possible during the diffraction
experiment. Datasets were normalized to the
strongest reflection to facilitate a direct compar-
ison, and the errors have been plotted in Fig. 2.
The precession data had a higher minimum
measurement threshold, indicative of more kine-
matical behavior since the transmitted beam is
stronger in relation to scattered beams (the two
datasets had identical exposure times). Fig. 2
shows that the Friedel error in the precession
pattern is overall quite low, and excepting the
strongest reflection the percentage error decreases
as amplitude increases. In contrast, the dynamical
dataset errors have a larger scatter, and several
error points exceed 10% of the reflection
amplitude. This is noteworthy because, the
Friedel error in the dynamical pattern was larger
than precession even though spots in the non-
precessed dataset were isotropically shaped and
more peak-like, hence easier to measure than
the precession pattern which exhibited residual
projector distortions that altered spot profiles
asymmetrically.
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2. Analysis

The set of kinematical amplitudes computed
from the known structure will be used as the
reference for this comparison. Key reflections in
the experimental precession data with spacings
that define the atomic positions (about
0.25-1 A_l) match the kinematical data well in
relative intensity from a qualitative standpoint (see
Fig. 3). The experimental pattern contains in-
creased intensity near the transmitted beam and
the outer reflections are damped (Fig. 3(b)), owing
to a combination of a Lorentz-type geometric
contribution [21], Debye—Waller-type radial
damping, and typical dynamical behavior where
reflections near strong beams are often over-
emphasized due to strong multiple scattering.
The experimental map is especially promising
because stronger structural reflections beyond
0.5A7", even though they are damped, still exhibit
qualitatively well-correlated intensity ratios.

To better quantify these effects, the datasets
were plotted against the kinematical amplitudes
from the known structure. Fig. 4 shows symme-
trized experimental precession and dynamical
datasets normalized to the strongest intensity in
each set and reflection amplitudes are coded by
symbol in ranges of g = 0.25A  within the plots.
In order for a pseudo-kinematical interpretation to
be applicable, the amplitudes must be approxi-
mately linear and ratios between reflections should
be preserved. The precession data contains several
outlier reflections, primarily at Fnom~0.2 (note
that this is specific to the [0 10] GITO zone axis),

Fig. 3. (a) Kinematical amplitudes and (b) experimental
intensities. Annulus describing the range 0.25-0.75A7! is
bounded by the circles.

Fig. 4. Experimental precession amplitudes (a) and dynamical
amplitudes (b) plotted against kinematical amplitudes calcu-
lated from the known structure.

and exhibits a distinctive positive offset of weak
reflections whose values are above the measure-
ment threshold. Regardless of the offset, most
reflections follow the targeted linear trend, and the
precession dataset is distinctly linear in compar-
ison to the dynamical amplitudes of Fig. 4(b),
which are hopelessly mixed. The most encouraging
aspect of the precession data is that even with
inevitable specimen thickness averaging, the out-
liers are predictable and the amplitudes of
structural significance may be interpreted directly.

Raw GITO precession datasets maintain good
linearity to ¢~200A according to precession
multislice simulations (to be discussed in detail in
a future paper). As thickness increases, intensity
deviations manifest in the reflections at the
extremes of the structure-defining reflection
range and eventually encroach into the range of
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reflections that have strong bearing on the
structure, causing direct methods to generate
poorer structure maps. Due to the precession
geometry, low-index precessed reflections receive
considerable coupled intensity from the trans-
mitted beam, thus the reflections of greatest
concern are those nearest the transmitted beam
that are usually weak for real structures. This
behavior suggests that, for unknown structures of
moderate thickness, a good starting point is to
exclude reflections that fall qutside of the struc-
ture-defining range of 0.25A <g<1.25A . This
approach is effective with precession data from
GITO crystals to about ¢ = 750 A when 24 mrad
precession semi-angle is used. Higher precession
semi-angles can improve this to some extent
(extending the range by 5-10nm) but HOLZ
overlap with the ZOLZ is likely [22]. Larger
thicknesses will certainly require a forward calcu-
lation to correct the intensities for multiple
scattering, one approach being the two-beam
correction employed in the previous study by
Gjennes [14]. C

The precession dataset with g<0.25A  ex-
cluded was employed in a direct methods calcula-
tion and produced four unique solutions (shown in
Fig. 5(a)). The solution with the clearest peak-like
features from the dynamical dataset is given in Fig.
5(c) for comparison. The precession solutions bear
near-identical features to each other and demon-
strate very well-defined peak locations. Some of
the strong scatterers in the structure are weakly
emphasized (i.e., the In/Ga columns at 0.35a,
0.38¢), however, all expected atom locations
contain atom-like features above the noise floor
that would be considered as potential atom
locations in an a priori structure investigation.
The quality of these solutions, compared with the
solution from the dynamical dataset acquired from
the identical specimen region, is unmistakable.
Fig. 5(c) is typical of a first-try solution with a
complex oxide of unknown thickness; it is well-
known that bulk oxide structures are as a rule very
difficult to solve from TED data alone. In stark
contrast to precession, the best dynamical solution
only located Sn atoms at the corners and middle of
the unit cell, and the central atoms were placed at
incorrect positions. Of seven unique solutions

Fig. 5. (a) Four unique DM solutions ggperated from preces-
sion data. Reflections below g = 0.25A  were excluded. (b)
Topographical map of solution 4. Well-defined peaks above the
noise floor correspond to atomic positions. (¢) DM solution
from dynamical dataset. No high-resolution phases were used
to generate these maps.

generated from the dynamical data, only two
possessed atom-like features and those solution
maps would be untrustworthy unless more a priori
information such as phases from high-resolution
imaging was available to constrain the calculation.

It is worthwhile to note the effect of thickness
averaging on the data as the wedge-shaped
illuminated region in the experiments represented
a range of thicknesses. As is described elsewhere,
the potential function restored by direct methods
closely approximates the modulus of the Babinet
[1—y(r)| [5]. In conventional electron diffraction,
aspects of the structure such as the oxygen atoms
and heavy cations (manifesting as sharp well-
defined features) exchange prominence in the exit
wavefunction with increasing crystal thickness due
to variation in oscillation periodicities for discrete
atomic columns of differing composition. To get
projections that faithfully indicate all features of
one type (critical for direct interpretability), thin
and uniform crystals are required to avoid overlap
of oscillations from constituent columns. In the
case of GITO, interpretability of the Babinet
rapidly diminishes beyond about 30 nm thickness
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Fig. 6. DM solution from the precession intensities (all reflections included).

as indicated by simulation; accordingly, large
thickness variation and small oscillation periodi-
cities render most conventional datasets from
GITO intractable a priori by direct methods.
Precession data exhibit some insensitivity to
thickness averaging, making direct interpretation
possible for crystals with varying thickness,
especially if some phases are known. The result
of Fig. 5 illustrates that PED of moderately thick
crystals (<50 nm) with good projection character-
istics requires no additional phase information to
generate good structure maps.

It has been suggested by Dorset and others to
increase contrast of the electron diffraction data
by using intensities with direct methods rather
than structure factor amplitudes [6,23]. This
approach is supported by a two-beam argument,
applicable to polycrystal diffraction, texture pat-
terns, and also to precession data (effective
integrated two-beam) under some conditions.
However, in general a more complete dynamical
diffraction analysis is needed which will be
discussed in detail elsewhere [24]. From Blackman
theory [25], the measured intensity Jgyn(g) is
related to the kinematical structure factor F(g) as

Layn(g)~F(g)", (@)

where the exponent o varies from 2 to 1 as the
product of thickness and F(g) increases. For PED
on thicker crystals where the structure is unknown,
use of intensities approximates a dynamical two-
beam correction, which can be used to generate
starting structure maps. These may later be refined
to generate more accurate correction factors in an

iterative correction scheme. The practical effect on
the data is a preferential enhancement of strong
beams which, if the strong structure-defining
amplitudes are nearly correct with respect to each
other, emphasizes key structural features above
“noisy” weak reflections that can generate ambig-
uous oscillation maxima in the Fourier synthesis.

Incorporating this alternate approach with the
GITO data, the strong structure-defining reflec-
tions in the 0.25-0.5A region become more
prominent as the contrast between strong and
weak beams is enhanced. The resulting map (Fig.
6(a) and (b), where all measured reflections were
included in DM) more clearly shows atom-like
features at all expected cations location due to
attenuation of noisy reflections. Peak locations
from the intensities-derived map are consistent
within a few picometers to those found from using
amplitudes with low-g reflections excluded (Fig. 5).
The cation positions measured from the ampli-
tudes-derived map (unrefined) are given in Table 2.
HREM and neutron-refined GITO atom positions
from Sinkler et al. [17] are reproduced for
comparison, showing good correspondence with
precession results. Precession-derived maps with-
out subsequent refinement result in column posi-
tions located on average within 4 picometers of the
neutron-refined positions.

3. Conclusions

The success of direct methods is highly depen-
dent upon key constraints; given a nearly kinema-
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Table 2
Atom positions from HREM, neutron diffraction (refined), and unrefined positions from precession

HREM Neutron Precession Displacement (A)

X z RY z X z ARHREM ARNeulrun
Snl 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Sn2 0.515 0.062 0.5 0.0 0.5 0.0 0.474615 0.0
Sn3 0.594 0.320 0.5918(6) 0.3112(7) 0.585113 0.312169 0.017950 0.0065(5)
In/Gal 0.305 0.360 0.3281(6) 0.3859(7) 0.345947 0.379929 0.275989 0.0516(5)
In/Ga2 0.078 0.328 0.0756(8) 0.3053(9) 0.079877 0.305699 0.057683 0.0023(7)
Gal 0.172 0.672 0.1500(5) 0.6022(6) 0.172498 0.602720 0.552591 0.0684(8)
Ga2 0.234 0.031 0.2624(5) 0.0869(5) 0.232436 0.078043 0.255026 0.1217(5)

Precession results match very closely with the neutron-refined positions.

tical dataset, DM will generate potential maps that
closely match the true solution. Electron preces-
sion demonstrates the ability to linearize the GITO
dataset to a kinematical approximation allowing
nearly direct interpretation. The experimental
precession data from GITO is linear in the regime
where the structurally important reflections are
located, and appears to be much less sensitive to
the variations in thickness that prove debilitating
for conventional electron diffraction datasets. The
results also suggest a systematic behavior to the
data errors present, and excluding overemphasized
reflections in precession datasets that have little
bearing on the structure is a suitable starting
strategy. A comprehensive understanding of these
errors in relation to thickness and illumination
conditions is necessary to allow general use of
precession data in a completely pseudo-kinemati-
cal capacity; however this study shows that in
certain cases the data will be directly usable
without modification.
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