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ABF  Annular bright field
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EELS  Electron energy loss spectroscopy
EDS  Energy-dispersive X-ray spectroscopy
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FT-IR  Fourier transform infrared
GNP  Gold nanoparticle
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SACs  Single atom catalysts
SEM  Scanning electron microscopy
SOFC  Solid oxide fuel cell
STEM  Scanning transmission electron microscopy
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TEM  Transmission electron microscopy
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1. INTRODUCTION

A good catalyst should have high activity, selectivity, and stability as well as low economic and environmental costs. Owing to the development of controlled synthetic methods, catalysts with novel chemical and morphological designs have been found to enhance catalytic properties. For example, catalytic systems with well-defined shapes, bimetallic catalysts, core–shell nanoparticles, and single atom catalysts have been obtained by a variety of chemical and physical preparation methods. Those systems offer unique advantages for optimizing catalytic performance. On the other hand, direct characterization of the catalysts at the nanoscale or atomic scale can help to verify the rational design and provide a mechanistic understanding. A clear mechanism in turn can aid in the development of future catalysts.

Transmission electron microscopy (TEM) is one of the most often used techniques for characterization of catalysts, and can provide rich information about the morphology, structure, and chemical composition. TEM has undergone great improvements in resolution and functionality since the first one was built by Max Knoll and Ernst Ruska in 1931. Figure 1 shows the historical improvement of the best point-to-point resolution in TEM. The development of the TEM design, electron gun, vacuum, aberration correctors, and other components has led to some microscopes with sub-Å resolution.

![Figure 1](https://example.com/figure1.png)

**Figure 1** Chronological advancement of microscope resolution. Reproduced from S.J. Pennycook et al. in: A.V. Narlikar, Y.Y. Fu, (Eds.), The Oxford Handbook of Nanoscience and Nanotechnology, Oxford University Press, Oxford, United Kingdom (2010) p. 205.
Understanding catalysts at the atomic level is no longer limited to the model extended surfaces on single crystals using conventional surface-sensitive techniques. Imaging the active surface sites of real catalytic nanoparticles can now be achieved by operating TEM in high resolution electron microscopy (HREM) and scanning transmission electron microscopy (STEM) modes. Hence the materials gap in the characterization of catalysts can be bridged by performing TEM characterization. Recently it has been reported that the secondary electrons signals generated by the STEM electron probe can achieve atomic resolution [1]. This is essentially the same as performing scanning electron microscopy (SEM) in a TEM, and it has a promising future for studying the surfaces of materials. In addition to advanced imaging techniques, modern TEMs are often equipped with energy dispersive X-ray spectroscopy (EDS) and/or electron energy loss spectroscopy (EELS), which can help to analyze the local chemical composition of materials. Advances in TEM have also increased the spatial resolution and energy resolution of EDS and EELS. The combination of imaging and spectroscopic studies often results in a more conclusive interpretation. Furthermore, a functional TEM holder or an environmental TEM (ETEM) enables the in situ characterization of materials under different gaseous environments and/or at elevated temperatures. The pressure in a typical TEM column is $\sim 10^{-7}$ Torr while ETEM can be operated under a pressure of up to $\sim 20$ Torr [2]. Therefore, performing direct TEM studies can bridge the pressure gap between ultra-high vacuum (UHV) surface science and realistic gaseous conditions.

Rather than a comprehensive introduction to TEM, the purpose of the TEM part of this chapter is to provide an understanding of image contrast in HREM and STEM. Furthermore, an additional aim of this part is to illustrate how to correctly interpret atomic resolution TEM images. Several recent applications of TEM in studies of heterogeneous catalysis are discussed in the case study section. In addition to illustrating the structural and chemical information included in the images, topics including oxide surface stabilization mechanisms, catalytic reaction mechanisms, nanostructure syntheses, and equilibrium metal shapes will be briefly discussed in the case studies. For the readers who are interested in a more detailed knowledge of TEM, there are several excellent textbooks available [3–5]. As stressed by many researchers within the field, a better understanding of catalysis should always combine the results of different characterization methods. Other techniques including Fourier transform infrared spectroscopy (FT-IR), Raman spectroscopy, extended X-ray absorption fine structure (EXAFS), and density functional theory (DFT) should often be used to confirm the structural or chemical information provided by TEM images.

2. BASICS OF TEM

The wealth of information TEM can provide is due to the different electron-specimen interactions and versatility of TEM operation methods. Figure 2(A) shows a cross-sectional view of a simplified TEM model. Changing the convergence of the illuminating beam
and using different apertures or detectors can lead to different operating modes for specific applications. Figure 2(B) shows different types of signals generated by a high energy electron beam (usually 80–300 KeV) passing through a thin specimen. Images are formed by the detection of transmitted beams. The objective lens aperture can be used to selectively choose the direct beam to form images, which are known as bright field (BF) images. If the scattered electrons are chosen, the corresponding images are dark field (DF) images. The BF and DF images sometimes are very useful to deliberately enhance or suppress signals of a particular material, crystal plane, or defects. Analyzing the energy loss of the inelastically scattered beam can help to determine the elemental composition and bonding configurations of materials, which is the principle of EELS. Above the specimen, the characteristic X-ray signals can be utilized for EDS analysis. Collecting the signals of the secondary electrons and backscattered electrons can form surface-sensitive SEM-like images.

In imaging techniques, an important issue is the image contrast. The contrast can be understood as the differentiation of the object of interest from the background due to differences in intensity (brightness or darkness). Whether the object is brighter or darker than the background depends on the TEM operation and the materials themselves. A common feature of BF images is that the vacuum is whiter than the specimen. In contrast, the vacuum is black in DF images as the direct beam is blocked by the apertures.

The two most often used operation modes for atomic resolution imaging are HREM and STEM. Figure 3 shows a comparison between STEM mode and HREM mode. In STEM mode, the electron beam converges to a probe (typically close to 1 Å to obtain atomic resolution) which scans across the sample, while HREM makes use of static
parallel beam imaging. In STEM mode, after the electrons exit the sample, the scattered beams and direct beam can be collected in the diffraction plane by annular detectors. The analog signal on each detector is digitalized and displayed on the computer screen. The electrons collected by the annular dark field detectors (ADF) can form images in which the contrast is related to the atomic number of the materials. Usually the larger \( Z \) is, the brighter the material appears in the Z-contrast ADF images while the vacuum is displayed as a black background. The Z-dependency can be tuned by the collection angle of annular detectors. For example, increasing the collection angle (\( \theta \)) of ADF detectors increases the Z-dependency of the image contrast. The detector with collection angle larger than 50 mrad is considered to be a high angle ADF (HAADF) detector. For HAADF images, the contrast is proportional to \( Z^n \) (n can be \( \sim 1.7 \)), and thus the HAADF images are often called Z-contrast images. The direct beam and scattered beams within a very small angle can be collected by the bright field (BF) detector. Usually the collection angle for BF detector is less than 10 mrad. If a beam stop is used with the BF detector to block the direct electrons, the resulting images are called annular bright field (ABF) images. Typically in HREM mode, all of the signals in the diffraction plane pass through additional TEM lenses and form an HREM image on a CCD camera. Selectively allowing the direct or diffracted spots in the diffraction plane to pass through the remaining lens optics can form BF or DF images, respectively. The lattice

![Figure 3](image)
fringes in HREM images are a result of the interference between the direct and diffracted spots. In STEM, as the collection angle of the BF detector is small enough so that the beam can be considered a parallel beam, BF-STEM and HREM are related by reciprocity and thus the mechanisms of image contrast are identical if inelastic scattering is minimal [6].

Most TEM images can be considered as projections of a 3D object. Thus TEM images contain both bulk and surface information about materials. In heterogeneous catalysis, the surface structures of catalysts and supports are of particular interest. By tilting the specimen to a direction (plane normal) parallel or perpendicular to the beam direction, the surface information can be visualized in plan view and profile view, as shown in Figure 4(A). The plan-view images in TEM of 3D materials have signal overlap between the bulk and surface. Plan-view imaging is useful when the surface has a different

---

Figure 4  Illustration of plan-view and profile-view surface imaging modes in transmission electron microscopy. (A) Schematic view of the plan-view and profile-view imaging. (B) A high angle annular dark field image in plan-view mode showing single Pt atoms dispersed on a FeO₅ support. (C) A profile-view high resolution electron microscopy image showing a (2 × 1) surface reconstruction on an Au (110) surface. The simulated image is shown in the inset. Panel (B) was reprinted by permission from Macmillan Publishers Ltd: Qiao et al. Nat. Chem. 3 (2011) 634–641, copyright 2011.
structure/material from the bulk structures. For example, a supported single atom catalyst site can be readily distinguished from the support, as shown in Figure 4(B) [7]. If a surface reconstruction is present, the reconstructed surface structure can be abstracted by filtering out the bulk information using imaging processing [8,9]. In the case when the supported metal particles and supports are crystalline, the metal-support interface structure can be analyzed by the Moiré patterns [10]. A Moiré pattern is generated when two periodic patterns overlap.

In profile-view mode, the surface and bulk are separated. Sometimes the surface structures as well as the registry to the bulk can be conveniently imaged. The first profile imaging was reported by Marks and Smith in 1983 using conventional HREM [11] (Figure 4(C)), and they found a \((2 \times 1)\) reconstructed \((110)\) surface of Au nanoparticles. Particularly after the implementation of aberration correctors for HREM images, light elements such as O atoms were able to be imaged clearly. The atomic surface structures of \(\text{Co}_3\text{O}_4\) [12], \(\text{CeO}_2\) [13], \(\text{SrTiO}_3\) [14] nanoparticles as well as other materials [15–18] have been solved using profile-view mode in the past few years. A drawback is that the 2D surface structure is displayed as a 1D edge-on contrast, as shown in Figure 4(A). It is very difficult to image the 2D surface defect structures as conventional scanning tunneling microscopy (STM) or atomic force microscopy (AFM) does. The reduction of dimensionality can also result in misinterpretations. For example, a reconstructed \((\sqrt{2} \times \sqrt{2})\) surface structure can show up as a \((1 \times 1)\) surface. Therefore, image simulation as well as imaging in a different crystal zone axis can often differentiate the correct surface structures from the other possible ones.

3. ATOMIC RESOLUTION CHARACTERIZATION USING TEM

3.1 Aberration Correction

Similar to optical lenses, the magnetic lens in TEM is not perfect. Lens artifacts such as astigmatisms, coma, spherical aberration (Cs), and chromatic aberration which exist in glass lenses also exist in the electromagnetic lens of a TEM. For STEM mode, the aberrations in the condenser lens are the most important, while in HREM mode, the aberrations of the objective lens are the most important. The aberrations can reduce the image resolution and increase the difficulty of interpreting image contrast. A significant obstacle that limits the resolution of TEM images is Cs. Cs can be understood as the edge of a converging lens always bending the transmitting beam too much such that the beam cannot be brought to a focal spot, as shown in Figure 5. The nonuniform focal plane causes blurriness and increases the complexity. The concept Cs correction was first suggested by Scherzer [19] and further developed Crewe, Rose, Haider, Krivanek, et al. [20,21]. For a glass lens, the Cs can be corrected by using a diverging lens. An “effective” diverging lens can be created in TEM by using non-cylindrical lenses such as octapoles, which are used for Cs correction.
Correction of chromatic aberration (Cc) can further increase the resolution and interpretability of TEM images. The unstable electron gun source can generate electrons with different energies, as can instabilities in the high voltage source and inelastic scattering in the sample. The lens in TEM bends the electrons differently due to the different energies. The resulting nonuniform focal plane for the electrons is what limits the resolution. The principle of Cc correction is similar to Cs correction. An “effective” diverging lens can be used to bend the electron beams to the same focal plane. With both Cc and Cs correction, the best point-to-point resolution that has been achieved is close to 0.5 Å\(^2\) [22].

3.2 Resolution and Precision

The point-to-point resolution (\(\rho\)) in TEM can be defined as the smallest observable distance between two objects. Modern advances in TEM design have improved the point-to-point resolution to 0.5 Å. For simplicity, consider the objects as Gaussian functions as shown in Figure 6. If the two Gaussian functions start to overlap, the resolution of the functions worsens. At the point when the total intensity of the two overlapping functions is ~25% less than the peak intensity of the individual functions, the distance between the two peaks meets the Rayleigh criterion for resolution (best point-to-point resolution). We can see that resolution has a subjective definition. There is no strict requirement for the intensity of the overlapping area. For aberration-corrected microscopes the resolution can be below 1 Å, which allows for visualization of separated atom columns of most crystals in low index zone axes.

Precision (\(\sigma\)) is related to resolution by \(\sigma = \frac{\rho}{\sqrt{N}}\), where \(N\) is the total electron dose for the object. For a typical HREM image taken with a modern aberration-corrected electron microscope, the electron dose is 500–40,000 e/Å\(^2\) s. Assuming a resolution of 0.8 Å and a Gaussian function width of 1 Å, the precision can be 0.036–0.004 Å. That is

**Figure 5** Schematic illustration of Cs and Cs correction. (A) A lens with Cs. (B) A lens with Cs corrected by a diverging lens.
why some HREM images can predict atomic locations at the picometer scale, which is very useful for measuring lattice relaxations. For example, Yu et al. showed that the surface plane of Co$_3$O$_4$ (111) has an inward contraction of 20 pm \[12\]. When comparing two images, it is possible that one has a worse resolution but a better precision if it has a high signal-to-noise ratio. Hence resolution is not the only concern in microscopic studies.

### 3.3 Atom Locations STEM and HREM Images

In both STEM and HREM images, the contrast is a combined result of the intrinsic electron-specimen interaction and the electron-lens interaction. We can “see” atoms in “good” HREM or STEM images because the electron-specimen interaction is localized around the atoms, that is, good localization. In a crystalline specimen, the electron signals are mostly confined around the atom columns instead of undergoing diffuse scattering. The well-defined atom columns can be observed by tilting the crystalline specimen to a low index zone axis. We generally want the TEM lens to magnify the images and enhance the contrast, but to not influence the relative localization of the projected atom positions. The following content intuitively illustrates the atom locations in HREM and STEM images.

#### 3.3.1 High Resolution Electron Microscopy

As long as TEM has a coherent illuminating electron source, obtaining an HREM image with lattice fringes is not difficult. The spacing of the lattice fringes indicates the distance between crystallographic lattice planes (d-spacing), which is very useful for characterizing the structure of a specimen. However, interpretation of HREM contrast beyond d-spacing is not trivial. The spots (either bright or dark spots) can represent real atoms or may just be artifacts. In HREM, both the intrinsic electron-specimen interaction and the electron-lens interaction can cause the atoms to appear as white or black spots in the images. The electron-specimen interaction and electron-lens interaction can be
simplified to the thickness effect and lens defocus effect, respectively. Figure 7 shows simulated HREM images for CeO$_2$ (111) surfaces with varying thicknesses at a fixed defocus (2 nm). The atom locations of each image are shown in (A’)--(G’), respectively.

The thickness dependence of HREM contrast arises from the complex interaction between the direct transmitting beam and diffracted beam in the specimen, which can be intuitively understood by the s-state electron channeling model [23]. When a crystal is tilted to a zone axis, the atoms are aligned into columns along the electron beams, as shown in Figure 8(A). After the electrons reach the sample, the dominant electron scattering is confined to the channels provided by the atoms in the material owing to the electron–atom interactions. The intensity of the electron wave along each atom column oscillates with a certain periodicity. Thus the intensity of the wave as it exits the material is dependent on the material thickness. Furthermore, the intensity of the exit wave is

---

**Figure 7** (A)–(G) Simulated high resolution electron microscopy images of the CeO$_2$ (111) surface with varying thicknesses at a fixed defocus (2 nm). The atom locations of each image are shown in (A’)–(G’), respectively.

**Figure 8** Schematic illustration of electron channeling theory in high resolution electron microscopy. (A) Channeling in a crystal. (B) Channeling along different atom columns. *Reproduced from D. Van Dyck, M. Op de Beeck, Ultramicroscopy 64 (1996) 99–107.*
zone-axis dependent and element dependent, as shown in Figure 8(B). For a zone axis along which the atoms are packed sparsely, the oscillation is slower than in the columns where atoms are packed closely. With the same thickness and same atom density within atom columns, an electron wave traveling along a “heavy” element column will oscillate faster than one traveling along a column containing lighter elements. Therefore, a significant advantage of HREM is that even in the presence of heavy elements, light elements can still be visualized for a specimen with a certain thickness.

To understand the defocus effect on HREM images, we can again use the CeO$_2$ (111) surface as an example. Figure 9 shows a 2 nm thick CeO$_2$ sample with varying defocus values ranging from $-15$ to $15$ nm. Several impacts of defocus on the images can be summarized based on Figure 9. (1) Small defocus results in good image localization. At small defocus such as $F = 5$ nm, the spots in the images directly correspond to atom locations. At a defocus of $15$ nm, it is hard to relate the image contrast to atom positions. Particularly for the surface, additional fringes (Fresnel fringes) other than those representing real atom contrast (visible at the surface areas of Figure 9(A) and (G)) can make the interpretation of surface contrast very difficult. (2) Positive defocus and negative defocus can reverse the image contrast. For $F = -5$ nm, the black spots are atoms. However, at $F = 5$ nm, the O and Ce atoms appears as white spots. (3) Zero defocus is not necessarily the best imaging condition. The image with $F = 5$ nm has a better contrast than the image with $F = 0$ nm. According to HREM theory, zero aberration results in an image with minimal contrast for a thin specimen although the image localization is optimized. The “best” image is a balance between localization and image contrast. Sometimes a small defocus or Cs is intentionally applied to obtain images with good contrast [24]. Nevertheless, a minimal contrast image is very useful in practice, as it is a way to identify the zero defocus condition. The absolute values of defocus can then be approximately determined based on the zero defocus reference.

**Figure 9** Simulated high resolution electron microscopy images of the CeO$_2$ (111) surface with varying degrees of defocus at a fixed thickness (2 nm). The atom locations for each image are shown in (A′)–(G′), respectively.
Defocus is not the only aberration. There are other aberrations such as astigmatisms, coma, and Cs, all of which can induce delocalization and render the HREM images difficult to interpret. Fortunately, for HREM imaging there are many simulation programs [25–30] which work quite well, and the computational time for each simulation is very fast (several seconds). In a typical simulation program, besides the sample structure, imaging parameter inputs such as the defocus, Cs, sample thickness, astigmatism, and sample tilt are all required as input parameters to generate simulated HREM images. Better control of imaging parameters in an HREM experiment facilitates the simulation processes, although sometimes it is hard to know the correct values to use.

3.3.2 **Scanning Transmission Electron Microscopy**

When the electron beam converges to a probe with a size on the atomic scale, atomic resolution imaging is possible. However, the contrast differs considerably between BF, ABF, ADF, and HAADF images in STEM. A BF-STEM image should be understood (by reciprocity) as an HREM image. The changing of specimen thickness and defocus can cause contrast reversal in the atom positions. In ADF images, good image localization at atom positions is also due to s-state channeling although changes in orientation (strain) can also lead to significant contrast. In general it is better to use larger collection angles, that is, HAADF, in order to minimize this, although it can never be completely eliminated. However, the behavior of the electron channeling differs between ADF and particularly HAADF and HREM. In HAADF, the intensity of the spots only slightly changes with the specimen thickness. There is no contrast reversal with respect to the thickness change provided the thickness is not too large. The atoms in HAADF images appear as white spots in most cases. The aberrations such as defocus can also induce significant delocalization in HAADF images. However, the contrast will not reverse as in HREM. The atoms remain white as the defocus changes in HAADF images.

The significant difference between ADF/HAADF and BF images arises from the direct beam which is collected by the BF detector. In principle, if the direct beam is blocked, the interference between the direct and diffracted beams in the specimen can be neglected. In practice, a beam stopper can be put on top of the BF detector to block the direct beam. The resulting images collected by the BF detector are ABF images. The ABF technique has the same advantage as HAADF in that it has relatively low sensitivity to specimen thickness and defocus compared to HREM. In addition, it has good sensitivity to both heavy and light elements, similar to BF imaging. Intuitively, as the large angle scattered beam (the electrons collected by HAADF) is not collected, the atoms appear black in ABF. Experimental and simulated ABF images on several materials all demonstrated that the ABF technique is less sensitive to thickness and defocus [31,32]. Examples of HAADF and ABF images of four different materials [31] are shown in Figure 10.
Although the interpretation of HAADF and ABF images is relatively easy, sometimes image simulations are necessary, particularly for two materials with different thickness. In HAADF images, the “Z-contrast” is only for specimen with same imaging condition (such as thickness and defocus). For two species in a specimen with different thicknesses, the intensity is not necessarily directly related to Z. The popular HREM simulation programs usually contain a package for STEM simulation. The simulation of STEM images usually requires more computational time than HREM simulation.

### 3.3.3 HREM versus STEM

HREM, ADF-, ABF-, and BF-STEM techniques are all capable of imaging atoms. Operation in STEM mode allows users to obtain images with a desired contrast. Most often the HAADF-STEM images are Z-contrast images, which can significantly facilitate image interpretation. However, HAADF-STEM has relatively low sensitivity to light elements when heavy elements are present. ABF- and BF-STEM can image the light and heavy atoms simultaneously. The contrast in BF-STEM and HREM images can reverse with respect to thickness and defocus. Performing image simulation is very important to correctly interpret the images.

In practice, the HAADF and BF signals can often be obtained simultaneously. Or for a microscope equipped with EDS or EELS, operating in STEM mode significantly enhances the spatial resolution of elemental analysis. This is very helpful for visualizing some systems such as bimetallic catalysts in which each element cannot be identified easily using imaging techniques. In some other aspects HREM has advantages over
HAADF. Usually HREM utilizes all the electrons passing through the specimen, so the signal-to-noise ratio is higher than in HAADF. The high signal-to-noise ratio in some cases is very important for imaging the surface structures. Specimen drift should also be considered in order to choose the right imaging mode. For example, specimen drift during the scanning of the electron probe results in distorted atom column positions in an STEM image for both BF and HAADF. Hence the measurement of surface relaxation typically involves more noise or errors in STEM than in HREM.

4. CASE STUDIES

4.1 Atomic Surface Structures of Well-Defined Oxide Supports

4.1.1 CeO$_2$ Nanocubes

Owing to its remarkable redox ability, oxygen storage capability, and high ion conductivity, ceria (CeO$_2$) is a popular material in chemical catalysis [33–36] and solid oxide fuel cells (SOFCs) [37–39]. CeO$_2$-based oxides can be used in three-way catalysts for the conversion of toxic gases in automobile exhaust [40]. As a reducible oxide, the surface oxygen atoms can be easily released to form O vacancies. The O vacancies at the surface of CeO$_2$ are believed to enhance the stability, dispersion, and catalytic activity of supported metals [41–43]. To increase the oxygen vacancy formation and catalytic properties of CeO$_2$, generally two approaches have been explored. One is the development of a solid solution with other oxides such as ZrO$_2$ [33]. The oxygen vacancy formation energy was found to be lower in CeO$_2$–ZrO$_2$, which is possibly due to the lattice strain induced by incorporating Zr atoms [44,45]. For the substitution of some other metals such as Mn, Pr, and Sn, the decrease of vacancy formation energy is due to both electronic modification and structural distortion [46]. The other approach is to synthesize metastable CeO$_2$ nanoparticles with high energy facets. DFT studies have shown that the vacancy formation energy is lower on the (100) and (110) surfaces than on the (111) surface. It has been demonstrated that CeO$_2$ nanocubes with predominately {100} facets exposed are more active than CeO$_2$ nanoctahedra with primarily {111} facets exposed for water gas shift (WGS) and CO oxidation [47]. The ease of O vacancy formation on the (100) surface originates from the surface stability. Atomic or electronic reconstructions usually occur to lower the surface free energy and stabilize the material. One of the possible ways is the formation of surface O vacancies.

The models of bulk and surface structures are shown in Figure 11. Tasker classified the surfaces of ionic crystals into three types purely based on electrostatic considerations [48]. (This is a useful first approach to understanding the surfaces of oxides, but since this assumes that only ions exist it can in some cases be misleading, and a better strategy is a bond valence approach [49].) The crystal with type I surface consists of valence neutral layers. Along the [110] direction, CeO$_2$ with a fluorite structure consists of repeating valence neutral CeO$_2$ layers, as shown in Figure 11(B). The bulk terminated CeO$_2$ (110)
is a type I surface and is considered to be stable in most gas environments. The type II surface comprises repeating units of a tri-layer system in which the dipole moments are in opposite directions and cancel each other out. The type III surface consists of a stacking of repeated bilayers. Each repeating unit is associated with a dipole moment. The net dipole moment stacks up as the thickness increases and the resulting surface is polar and unstable except under highly reducing or oxidizing conditions. The CeO$_2$ (111) surface can be a type II or type III surface depending on the cation or anion surface termination. If the (111) surface is O terminated, the repeating unit is a sandwich-like O$^{2-}$–Ce$^{4+}$–O$^{2-}$ along the [111] direction, as shown in Figure 11(C). In each repeating unit, the dipole moments with opposite directions cancel each other out. Therefore, the net dipole moment of each repeating unit is zero and the O-terminated CeO$_2$ (111) is a type II stable surface for most gas environments. If the (111) surface is Ce terminated, the Ce-terminated (111) surface is then a type III unstable polar surface, as shown in Figure 11(C). In this case, the repeating unit in the [111] direction should be chosen as Ce$^{4+}$–O$^{2-}$–O$^{2-}$. The net dipole
moments from each unit stack up and the electrostatic energy of the crystal diverges as the thickness increases. Therefore, the Ce-terminated CeO$_2$ (111) is expected to have high surface energy and the O-terminated CeO$_2$ (111) is energetically preferred.

The (100) surface is classified as a “type-III” polar surface. This type of surface is unstable in most cases and surface reconstructions or other stabilization mechanisms are expected to take place. Along the [100] direction, CeO$_2$ consists of repeating units containing a Ce$^{4+}$ and a O$_2^-$ plane, as shown in Figure 11(D). For a stoichiometric CeO$_2$ nanocube (i.e., Ce and O layers on the opposite sides), a total dipole moment perpendicular to the (100) surface is induced. The macroscopic dipole moment can be quenched if the Ce-side surface is less positive and O-side surface is less negative by a factor of $1/2$. This value can be calculated based on the spacing between the cation and anion planes [50,51]. The most often assumed surface termination of CeO$_2$ (100) is O termination with half of the oxygen atoms removed on both sides. In this case, $1/2$O$_2^-$–Ce–$1/2$O$_2^-$ can be chosen as the repeating unit, as shown in Figure 11(D). The net dipole moment in each unit is zero and the surfaces become type-II nonpolar surfaces. For completeness, we will mention that under highly oxidizing conditions both the (100) and (110) could be oxygen terminated; similarly Ce terminated under highly reducing conditions. However, the relatively large oxidizing or reducing conditions required for this will rarely be encountered in practice.

CeO$_2$ nanocubes have the {100} facet predominantly exposed, but the edges and corners are truncated by {111} and {110} surfaces, as shown in Figure 12(A). The surface structures of the three facets can be imaged simultaneously when the nanocube is tilted to the [110] zone axis, as shown in Figure 12(B). The Cc and Cs corrected HREM study performed by our group shows that the {111} surface is O terminated [13], which agrees well with electrostatic arguments. The experimental HREM image is shown in Figure 12(D) with the simulated image overlaid. Although the bulk terminated (110) surface is considered a stable surface, HREM experiments show that the (110) surface consists of (111) nanofacets and flat CeO$_{2-x}$ layers. The simulated images with the Ce terminated (110) surface are shown in Figure 12(C). DFT studies indicate that the (111) surface has a smaller surface energy than the (110) surface. Thus (111) faceting is energetically plausible. However, inducing additional oxygen vacancies will eliminate the (111) nanofacets. Crozier et al. performed an environmental HREM study and showed that the (110) surface, which initially contains sawtooth-like features, becomes flat after annealing the nanoparticles at 600 °C in 0.5 Torr H$_2$ [52].

In contrast to the well-ordered reconstruction with $1/2$O removed, the (100) surface appears to have multiple terminations [13]. Figure 12(E) and (F) are the experimental images of the top and bottom (100) surfaces. The two surfaces show the coexistence of O and Ce terminations. In Figure 12(E), the left part shows a Ce layer termination while the right part is O terminated. The structure with $1/2$O removed seems to exist, as shown in region I of Figure 12(F), but it is not present over extended regions. Instead, the (100)
Figure 12  High resolution electron microscopy (HREM) studies of CeO$_2$ nanocubes. (A) A schematic drawing of the general shape of CeO$_2$ nanocubes. The {111} and {100} surfaces present on the edges of CeO$_2$ nanocubes with the {100} surface predominantly exposed. (B) A transmission electron microscopy image of a CeO$_2$ nanocube viewing in [110] direction. The (100), (111), and (110) facets can be observed simultaneously. (C) Experimental and simulated HREM profile-view images of CeO$_2$ (110) surfaces. The atom model is directly overlaid on the simulated image. (D) Experimental and simulated HREM profile-view images of CeO$_2$ (111) surfaces. (E), (F) Experimental HREM profile-view images of the (100) and (T00) facets. (G)–(L) Simulated HREM images of each area in the experimental images as indicated by the arrows.
surface contains a large number of cation and anion vacancies, which is evidenced by the significant contrast difference of the surface and bulk Ce atoms in the HREM image. As the thickness increases, the Ce columns become black spots while the O columns maintain white contrast. However, at the near-surface in regions I–III, both Ce and O atoms show white contrast. This is mainly due to the low occupancies of atoms at the surface region. The low occupancy lowers the average density of the atoms, and thus the intensity oscillation is slower compared to the fully occupied regions. The atom positions in the surface area (∼1 nm) are partially occupied, which implies the presence of Ce and O vacancies. In addition, the vacancy concentrations are inhomogeneous on the surface, as the contrast of both surface Ce and O atoms changes randomly. DFT studies show that the formation of O vacancies is accompanied by the reduction of neighboring Ce⁴⁺ to Ce³⁺ [53], as expected from valence arguments, and this reduction was observed in the near surface region (>1 nm) in EELS studies [54,55]. Therefore, (100) surfaces of as-prepared CeO₂ nanocubes contain reasonable concentrations of Ce and O vacancies. The outermost surface can be terminated by Ce, O, or reconstructed CeO. The TEM characterization is in agreement with FT-IR studies [56] using methanol adsorption on CeO₂ nanocubes, nanorods (primarily {110} and {100} facets exposed), and nanoctahedra (predominantly {111} facets exposed). Only on-top methoxy adsorption was observed on the nanoctahedra. In contrast, on-top and several bridging adsorptions were found on CeO₂ nanocubes and nanorods. The IR studies imply the (100) surface consists of a large amount of disordered O vacancies as well as some amount of Ce termination.

Clearly the stabilization mechanisms affect the surface structures of CeO₂. However, the surfaces are not solely dependent on electrostatic effects. For the nonpolar (110) surfaces, (111) faceting can further reduce the surface energy. For the polar (100) surface, a reduced surface region with multiple surface terminations is present instead of a single well-ordered surface termination. In this case, strictly speaking, the (100) surface is not a well-defined surface, which helps to compensate the dipole moment. The formation of the “partially disordered” (100) surface is possibly due to the relatively small energy difference between the different orderings of surface O vacancies. It is also possible that the ordering of O vacancies is related to O partial pressures. The phase diagram of the Ce–O binary system shows a variety of intermediate CeO₂₋ₓ (x≤0.5) structures with respect to O partial pressure [57]. The reduction process typically starts at the surface owing to the reducing environment. With diffusion of the O atoms to the surface, the O vacancies diffuse into the crystal simultaneously [58]. A certain type of O vacancy ordering is energetically preferred if the surface is reduced to a certain extent. Indeed, well-ordered surface reconstructions are resolved by STM studies on single crystal CeO₂ at elevated temperatures under UHV conditions [59] (highly reducing). It is worth noting that CeO₂ has a centrosymmetric fluorite structure, hence having similar features on the two opposite surfaces (e.g., the (001) and (100) surfaces) is reasonable. For the polar surfaces
of some non-centrosymmetric material, the chemistry of two opposite surfaces can be different. For example, the ZnO (0001)-Zn and (000\bar{1})-O surfaces possess distinct structures according to DFT and STM studies [60].

Although HREM profile-view imaging can show occupancies of atom columns, it is not sensitive to 2D defect surface structures. Further detailed atomic structures can be obtained with the help of single crystal studies on CeO$_2$ surfaces, particularly for the (111) surface. For example, Esch et al. used DFT and STM studies to show that subsurface oxygen vacancies are critical for the formation of linear vacancy clusters on the (111) surface [61]. The study indicates that subsurface vacancies can enhance further surface oxygen release in catalytic applications. Here the subsurface refers to the third surface layer (O layer). Recently a (2\times2) ordering of subsurface O vacancies was reported by Torbrügge et al. using AFM [62], which is also in agreement with later STM and DFT studies [63,64]. The structural characterization of the surfaces of nanoparticles and single crystals using different techniques can provide us with a more comprehensive understanding.

4.1.2 SrTiO$_3$ Nanocuboids
SrTiO$_3$ has a wide range of applications from thin film growth [65–67] to catalysis [68]. Recently it was discovered that SrTiO$_3$-based catalysts have high catalytic activity in soot combustion [69]. The synthesis of well-defined SrTiO$_3$ nanocuboids has provided new catalytic insights that are unobtainable from standard bulk SrTiO$_3$ [70–72]. The nanocuboids have the \{100\} facet exposed, which is close to a thermodynamically stable Wulff shape but more accurately is a growth shape (kinetic Wulff shape, e.g., [73] and references therein). As SrTiO$_3$ has a lattice constant of 3.905 Å, which is very close to the lattice parameters of Pt and some other metals, epitaxial growth of these metals on SrTiO$_3$ nanocuboid supports is expected. The stable support and good epitaxy between the support and metal can improve the stability of catalysts [74].

The surface structures of SrTiO$_3$ single crystals are rather complex and have been extensively investigated. SrTiO$_3$ has a standard perovskite structure consisting of a repeated stacking of strontium oxide (SrO) layers and titanium dioxide (TiO$_2$) layers in the [100] direction, as shown in Figure 13. If a SrTiO$_3$ surface is truncated in the [100] direction, the question of simple surface termination inevitably arises: Is the (100) surface terminated with SrO or TiO$_2$? In principle, the SrO and TiO$_2$ terminations can coexist for a vacuum-cleaved surface. A variety of surface reconstructions other than the SrO and TiO$_2$ terminations were observed after high temperature annealing (typically >800 °C). A number of surface reconstructions have also been reported on SiTiO$_3$ (100) single crystals prepared under different conditions [75–83]. Among them, the well-ordered (2\times1) [75], c(4\times2) [81], and (2\times2) [84] surface reconstructions have been structurally solved by using a variety of techniques and there are additional, plausible structures such as locally ordered (3\times3), (\sqrt{5}\times\sqrt{5}) R26.6° and (\sqrt{13}\times\sqrt{13}) R37.7°
surfaces [85]. Interestingly, all of the reconstructions have TiO$_2$ double-layer termination features, in which both the surface and subsurface are TiO$_2$ layers. The TiO$_2$-rich (100) surface can be obtained by etching a single crystal in a buffered NH$_4$F–HF solution [86], which is a standard technique in thin film processing. This is probably due the greater basicity of surface SrO compared to the TiO$_2$ layer. Prolonged annealing can also result in a variety of surface features such as islands [87], step-terrace structures [88,89], ridges [90], and canyon-like features [91]. The non-flat morphological features can either be Sr-rich or Ti-rich depending on the O partial pressure during annealing [92–94], which suggests that O and Sr vacancies may play an important role in the surface chemistry of SrTiO$_3$.

However, most of the reconstructed surface structures on SrTiO$_3$ single crystals are obtained after high-temperature annealing. The sample preparation is very different from the SrTiO$_3$ nanocuboid growth condition or catalytic reaction environments. The temperatures for some wet syntheses of SrTiO$_3$ nanocuboids are around 200°C. Some surface reconstructions may not yet be activated in these conditions owing to the low temperature, as the formation of some stable reconstructions requires the overcoming of energy barriers. In addition to the temperature difference, solution-based synthesis involves the addition of different precursors with or without organic ligands. Whether or not the surface structures of SrTiO$_3$ single crystals are the same as the nanocrystals is a question of interest. Additionally, the impact of synthetic method on nanocuboid surface structure is an intriguing research topic.

To address these problems, our group studied the surface structures of SrTiO$_3$ nanocuboids prepared by three different hydrothermal syntheses. The first type of synthesis uses oleic acid as a capping agent as proposed by Hu et al. [72]. The end products are nanocuboids with a size of ~20 nm. The second hydrothermal route does not use oleic acid and results in nanocuboids with a size of ~65 nm [70]. During this synthesis, acetic acid was used to dissolve the Sr(OH)$_2$, which was used as the Sr precursor. The third method is the same as the second one but uses a microwave oven instead of a
conventional oven [14]. The apparent “benefit” of microwave synthesis is that it significantly reduces the hydrothermal treatment time from ~20 h to ~20 min. The microwave synthesis results in nanocuboids with a size of ~35 nm. Typical TEM images are shown in Figure 14 to demonstrate the general shapes of SrTiO₃ nanocuboids obtained by different preparation methods. The three methods will be referred to as oleic acid synthesis, acetic acid synthesis, and microwave synthesis, respectively.

The atomic surface structures of the nanocuboids obtained by the three different methods are obviously different, as shown in Figure 14. The nanocuboids obtained by oleic acid synthesis are SrO terminated. Figure 14(B) shows an experimental HREM image along the [110] viewing direction. The simulated HREM image using a SrO terminated surface matches with the experimental image well, as shown in Figure 14(C). In addition, HREM simulation reveals that some of reconstructed surface structures
show \((1 \times 1)\) periodicity along the [110] zone axis. The simulated surface contrast is significantly different from the experiment \([14]\). The simulated image of the SrO surface matches the experimental image best among the tested structures. The acetic acid synthesis results in a double-TiO\(_2\) layer reconstructed surface, as shown in Figure 14(E). The simulated HREM images using the locally ordered \((\sqrt{13} \times \sqrt{13})\) R37.7°, \((\sqrt{2} \times \sqrt{2})\) R45°, and \((\sqrt{5} \times \sqrt{5})\) R26.6° surface structures match better than the other surface reconstructions. As the difference between the three locally ordered reconstructions is small, it is possible that these structures can coexist on the nanocuboids. A simulated HREM image using a \((\sqrt{13} \times \sqrt{13})\) R37.7° surface model is shown in Figure 14(F).

Interestingly the microwave synthesis not only reduces the required time of hydrothermal treatment, but also changes the atomic surface structures, as shown in Figure 14(H). The surface has a mixed termination of both double-TiO\(_2\) layer reconstructions and SrO terminations. The simulated HREM image is shown in Figure 14(I), in which the \((3 \times 3)\) reconstruction \([85]\) was used to simulate the double-TiO\(_2\) layer feature in the experiment.

The presence of the SrO termination on the as-prepared nanoparticles is attributed to the capping oleate from the oleic acid synthesis. Hu et al. carried out in situ SAXS and WAXS and found that a lamellar microemulsion was formed during the hydrothermal synthesis \([72]\). The oleic acid in the microemulsion confines the nanocuboids and limits their size. The end products are nanocuboids with surfaces covered by a layer of oleate, which was confirmed by FT-IR studies \([14]\). As the oleic acid is expected to bond preferentially with the more basic SrO termination, the relatively unstable SrO-terminated surface is protected by the oleate molecules. For the acetic acid synthesis, no organic ligands are present, and the surface structures should be mostly controlled by thermodynamics, with the lowest energy structure dominating. The observed surface reconstructions are consistent with DFT predictions under vacuum conditions. The \((\sqrt{13} \times \sqrt{13})\) R37.7°, \((\sqrt{2} \times \sqrt{2})\) R45°, and \((\sqrt{5} \times \sqrt{5})\) R26.6° surface structures are located in the energy convex hull \([85]\). The microwave synthesis is a relatively new technique and its complete influence on the synthesis is not yet well understood. The effect of the microwave synthesis on the surface structure can either be simply due to the shorter reaction time or more complex mechanisms. More future studies are required for a comprehensive understanding.

The effects of ligands on the properties of catalysts have been reported in the past. Mostly the ligand was assumed to block reactant access to the catalyst surface \([95,96]\) or affect the electronic structure of catalyst \([97–100]\). This study shows that the atomic surface structures of mixed metal oxides may in fact be changed by the ligands. The results may be extended to other similar materials, particularly for mixed metal oxides with different surface acidities. In addition, the SrO- and TiO\(_2\)-rich surfaces can result in the morphological change of the supported Pt particles \([101]\). It has been demonstrated that the oxygen reduction reaction (ORR, O\(_2\) to H\(_2\)O and O\(_2\) to H\(_2\)O\(_2\)) is
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4.2 Surface Relaxations: Adsorbate Induced or Intrinsic

In aberration-corrected HREM or STEM images, picometer precision can be achieved [12,104]. At such a level of precision, small surface relaxations can be clearly imaged. Lattice relaxation typically happens at the low-coordinate atoms except for those on very close-packed surfaces. Together with DFT calculations, the measurement of surface relaxations by HREM or STEM can provide additional information about the surface atomic and electronic structures of catalysts. However, the relaxation measurements should be carefully conducted as the exact peak positions of the spots are not necessarily the real atom positions. The peak positions can deviate from the real atom positions due to residual aberrations, specimen tilt, or even the intrinsic phenomena of the electron-specimen interaction (in the case when column approximation does not hold). In STEM imaging, the scanning noise can also cause mismatch between the spot and atom positions. Performing DFT calculations and quantitative image simulations can identify whether the surface relaxations are real or simply the effects of HREM/STEM imaging.

Our group investigated the surface relaxation of SrTiO₃ nanocuboids with a SrO termination [14]. The surface layer has an inward contraction while the second surface layer has an outward expansion. The interlayer spacing measured from the experimental image was compared to the measurement from simulated HREM images with DFT relaxed surface structures. The experimental surface relaxation matches with the DFT results well, which implies a clean SrO-terminated surface without adsorption. Interestingly the lattice spacing shows oscillations of ~50 pm in the bulk region while in principle these should not exist, as the interlayer spacing between the SrO and TiO₂ layers should be the same if there is no relaxation. This implies that the spot peak positions in an HREM image are not always the exact atom positions. We found that residual aberrations and specimen tilt cause deviation of the peak positions from the exact atom column positions. More specifically, the peak intensity of the Ti column is higher than the SrO column at a certain imaging condition. A distortion of the HREM image will distort the low intensity spots (SrO) more than the high intensity spots (Ti). As a result, the distances between the alternating Ti and SrO peak positions appear to oscillate.

As one example, surface relaxation measurements were conducted by Yu et al. in studying the (111) surface of Co₃O₄ nanocubes using aberration-corrected HREM (Figure 15) [12]. Co₃O₄ has attracted great interest for its applications in lithium battery [105,106] and catalysis [107–110]. It has shown that the Co₃O₄ nanorods sensitive to the shape of Pt on SrTiO₃ substrates [102]. And for some reactions, the selectivity can be tuned by the facets of Pt [103]. In these studies, either Pt single crystals or relatively large Pt nanoparticles are used. Controlling the morphology of Pt through controlling the atomic surface structures of the supports may be a more viable method in catalytic applications.
have high activity for CO oxidation even at −77 °C [109]. Co₃O₄ has a spinel structure with the AB₂O₄ general formula. For Co₃O₄, A and B are, respectively, the tetrahedral and octahedral sites of Co. Along the [111] direction, the sequential stacking of B₃-O₄-A-B-A-O₄ results in six possible terminations of the (111) surface. Yu et al. performed aberration-corrected HREM and found that the (111) surface of Co₃O₄ is a tetrahedral Co layer (Co²⁺) with an O layer as the subsurface. Beyond the surface termination determination, the lattice spacing measurement shows a significant inward relaxation (~0.35 Å) of the outmost surface and a moderate inward relaxation (~0.1 Å) of the subsurface. The relaxations of the first three layers of the (111) surface measured from HREM images match well with the surface relaxations predicted by DFT calculations. Based on electrostatic arguments, the (111) surface is a polar surface. The surface Co²⁺ should be more positive in order to compensate for the surface polarity. As only a stoichiometric and clean (111) surface were considered in the DFT calculations, a good match of DFT and experiment measurement of surface relaxation can almost rule out the possibility of surface polarity compensation by adsorbing charged external species. The authors assigned the polarity compensation to the electron redistribution associated with surface relaxation, which was further supported by their calculation of the Bader charge of surface O and Co.

4.3 Supported Metal Nanoparticles

Supported metal catalysts are used in many catalytic reactions. Catalytic supports can improve the dispersion and stability of the metal. In addition, many studies have demonstrated that supports can have strong interaction with the metal, which can significantly
affect reactivity and selectivity. Designing a supported metal system with high activity, selectivity, and stability is of great interest in heterogeneous catalysis.

### 4.3.1 The Equilibrium Shapes of Freestanding and Supported Metal Particles

Under thermodynamic considerations, the equilibrium shape of a freestanding metal particle can be derived from the Wulff construction. The exposed facets of metal particles are typically the low-index surfaces with relatively small surface free energies (the surface energy per unit area). The distance from the center of the particle to an exposed facet ($h_{hkl}$) is proportional to the surface free energy ($\gamma_{hkl}$) of that facet, which can be expressed as:

$$\frac{\gamma_{hkl}}{h_{hkl}} = \text{const.}$$ (1)

Therefore the smaller the surface free energy is for a given facet, the larger the exposed area is for that facet. The calculated Wulff shapes of some popular catalytic metals can be found in Ref. [111]. The close-packed surfaces usually have low surface free energies, and they are therefore predominately exposed for equilibrium shapes. Examples are the (111) surface for fcc metals and the (110) surface for bcc metals. For a Pt particle, the Wulff shape is a truncated octahedron with {111} and {100} facets exposed, as shown in Figure 16(A).

If the freestanding metal is synthesized on a substrate, the interface should be accounted for in the shape determination. Qualitatively we can expect an orientation of the metal particle on the support should create a low energy interface. In materials science, low energy grain boundaries usually have a high lattice match (coincidence sites), which is why the epitaxial growth in a specific direction is usually favored. The total system energy can be further reduced by tuning the ratio of surface and interface areas. It is expected that a metal layer will completely wet the surface of the substrate or even form a solid solution with the substrate if the metal-substrate interface is extremely favorable. An energetically unfavorable interface has a strong driving force to minimize the interfacial contact, in which case the metal particles are very hard to grow on the substrate and forming freestanding particle is favorable. A more detailed investigation of supported metal shapes was developed by Kaichew [112] and Winterbottom [113]. According to the Winterbottom shape, the wetting of the metal particle on the substrate is determined by the energy of the interface as well as the energies of the surfaces of substrate and metal particles. The interfacial free energy ($\gamma_{\text{int}}$) is defined as:

$$\gamma_{\text{int}} = \gamma_{\text{metal}} + \gamma_{\text{substrate}} - \gamma_{\text{bond}}$$ (2)

where $\gamma_{\text{metal}}$ is the surface free energy of the metal, $\gamma_{\text{substrate}}$ is the free energy of the substrate, and $\gamma_{\text{bond}}$ is the free energy due to the bonding of the metal and substrate. If $\gamma_{\text{int}} - \gamma_{\text{substrate}} = 0$, exactly half of the metal will be exposed. Otherwise the exposed metal shape will deviate from the half Wulff shape. With an increase in interface energy, the
exposed area of the Wulff shape can increase up to the limit of a “fully” exposed metal particle \( (\dot{\gamma}_{\text{int}} - \dot{\gamma}_{\text{substrate}} = \dot{\gamma}_{\text{metal}}). \) For the opposite scenario in which \( \dot{\gamma}_{\text{int}} - \dot{\gamma}_{\text{substrate}} \leq -\dot{\gamma}_{\text{metal}}, \) the substrate will be completely wetted by the metal and no Wulff shape will be exposed. Figure 16(B) shows the Winterbottom shape of Pt with the change of interfacial energy.

Therefore, the shape of metal catalyst can be controlled thermodynamically if the substrate is homogeneous. Enterkin et al. demonstrated an example of the equilibrium Pt metal shapes on SrTiO\(_3\) nanocuboids, which have the \{100\} surface primarily exposed [114]. The Pt metal particles were synthesized on the SrTiO\(_3\) nanocuboids by atomic layer deposition (ALD). The SrTiO\(_3\) nanocuboids were prepared by the acetic acid synthesis [70], which resulted in TiO\(_2\)-rich surfaces, as described in the previous section. SrTiO\(_3\) has a lattice parameter 3.905 Å which is very close to that of Pt (3.920 Å).

Previous experimental and theoretical studies show that there is a low energy interface between Pt (100) and SrTiO\(_3\) (100) surfaces [101]. As a result, epitaxial growth occurs in the [100] direction (cube-on-cube). DFT calculations show that the TiO\(_2\)-rich SrTiO\(_3\) surface has a surface free energy similar to the \{100\} surface of Pt. Therefore the expected shape of Pt particles deposited on SrTiO\(_3\) nanocuboids is close to a half Wulff shape with a cube-on-cube epitaxial direction. This expectation was confirmed by the HREM study, as shown in Figure 17.
By having a stable metal-support interface as well as equilibrium metal shapes, the sintering probability of the metal particles is reduced. Hence the stability of catalysts during catalytic cycles can be improved. A study of propane oxidation shows that the Pt–SrTiO₃ system has better stability compared to the Pt–γAl₂O₃ system [74]. It is also possible that by tuning the lattice parameter of the substrate, the wetting of the metals on the support can be controlled. For the SrTiO₃ case, this can be achieved by substituting Ba for Sr (for BaTiO₃ a = b = 3.992 Å, c = 4.036 Å), which changes the lattice parameters slightly and can therefore alter the ratios of exposed Pt {100} and {111} facets [115]. As Pt {111} and {100} facets are known to have different selectivities for some reactions [103], it is possible to control the catalysis in a thermodynamic way [115].

4.3.2 The Shapes of Supported Metal Catalysts under Reaction Conditions

The DFT calculated energies are for the ground state configuration, and are often for clean surfaces. It is possible that the equilibrium shape or interface structure changes during the catalytic reaction. This is primarily due to chemisorption on the particle or a change of the interface between the particle and support. The changes usually depend on specific gases and catalytic systems. In this review, we focus on some experimental studies to obtain insight into reaction-induced morphological changes. The dynamic process can be imaged by ETEM.

Hansen et al. provided clear evidence of shape changes in supported copper nanocrystals using ETEM [116]. The authors conducted a comparative study on the shapes of Cu nanoparticles supported on ZnO and SiO₂ under different gas environments at 220°C. They observed shape changes of Cu particles after adding H₂O to pure H₂ on both the ZnO and SiO₂ supports. They also demonstrated that the shape change can be reversed by removing the H₂O gas from the systems. Thus the authors deduced that H₂O is adsorbed on the Cu surface and induces the shape change. In contrast, if CO was added to the pure H₂ environment instead of H₂O, a shape change was only observed on the ZnO–supported Cu. This indicates that the shape change is due to the reduction of the Cu–ZnO interface by CO. Therefore, both metal surfaces and the metal-support interfaces can be affected by the surrounding gases.
Systematic studies of the dynamic behavior of supported particles provide insights into their catalytic properties. Several elegant ETEM experiments have been performed to understand the reaction mechanism for CO oxidation on supported Au nanoparticles (GNPs) [10,117–119]. Au shows remarkable catalytic activity for CO oxidation even at room temperature. Unlike other metal catalysts, such as Pt, Pd, and Ru, bulk Au is almost completely inert to chemisorption [120–122], and adsorption is essential for the surface reactions on catalysts. The high activity of CO oxidation was initially found on oxide supported GNPs [123], and triggered extensive studies and considerable debates [124–126]. It is generally believed that the low-coordinated Au sites [127], the metal-support interaction [128], and quantum size effect for the small site (less than ∼2 nm) [129] are responsible for the enhanced activities. By establishing a “safe” electron dose range in the ETEM so that electron-induced morphological changes of Au are minimized [117], Uchiyama et al. studied the shape changes of Au supported by CeO$_2$ and TiC in CO/air, N$_2$, O$_2$, and vacuum, as shown in Figure 18(A) and (B) [118]. No significant morphological change was observed for TiC-supported GNPs in different gas environments. On the other hand, CeO$_2$-supported GNPs became rounded upon exposure to O$_2$. As CeO$_2$-supported GNPs usually show much higher CO oxidation activities than TiC-supported GNPs, the distinct, morphological behaviors of the GNPs on two supports may be correlated to the catalytic processes. By increasing the CO/O ratio, the GNPs on CeO$_2$ supports become more faceted. An experimental shape diagram showing the effects of CO and O partial pressures on GNP shape is depicted in Figure 18(C). The adsorption of CO molecules on the GNP was believed to stabilize the polyhedral shape of GNPs. In our opinion, it is also possible that additional O vacancies were created under the reaction conditions. The O vacancies also help to stabilize the Au particles [41]. The dissociative adsorption of O$_2$ on the perimeter of the Au–CeO$_2$ interface may cause formation of rounded or multifaceted GNP surfaces. The understanding of the reaction mechanism was further developed by Ta et al. [43]. Their mass spectroscopy study showed that CO$_2$ was immediately produced when CeO$_2$-supported GNPs were exposed to pure CO at room temperature, which implies the lattice O of CeO$_2$ can participate in the CO oxidation. Note that for pure CeO$_2$, the conversion of CO typically starts at ∼500 K [130]. If the isotopic $^{18}$O$_2$ was injected into the system, the mass spectra revealed the presence of C$^{16}$O$^{18}$O. This indicates that O dissociation is facilitated by CeO$_2$. The CeO$_2$-promoted dissociative adsorption of O species improves CO oxidation compared to the use of only Au particles.

Recently the mobility of CeO$_2$-supported GNPs was studied at atomic resolution by Kuwauchi et al. [10]. Using ETEM, it was observed that the GNPs are displacing and rotating back and forth between equivalent sites of the Au–CeO$_2$ (111) interface under 1 vol% CO/air. The frequency of this reversible motion is ∼6.4 s$^{-1}$. In contrast, the frequency of this stepwise displacement is ∼14.4 s$^{-1}$ in O$_2$ gas. The lower frequency was attributed to the oxygen vacancies created under these reaction conditions. Their DFT
study shows that the energy to displace GNPs on a Ce–terminated surface is much larger than for the O-terminated surface. Note that experimental studies show that the CeO$_2$ (111) surface is O terminated in both single crystals [131,132] and nanoparticles [13,55]. However studies show that linear O vacancies are present after annealing [61]. The result further confirms that the O vacancies on the CeO$_2$ (111) surface provide strong anchoring of the supported GNPs. The strong anchoring enhances the stability of the catalyst during reactions.

### 4.3.3 Other Thoughts: Manually Controlling the Shapes of Supported Metals

In the past decades, both metals and supports with well-defined shapes have been synthesized [133,134]. However, manual control of supported metal systems is relatively rare. Yamada et al. employed a Langmuir–Boldgett (LB) trough to physically pack the well-defined supports and metals to generate active interfaces for catalytic reactions [96].

---

**Figure 18** Shape of supported gold nanoparticles (GNPs) in vacuum and gaseous environments. (A) The shapes of GNPs on CeO$_2$ supports under different gases and vacuum conditions. (B) The shapes of GNPs on TiC supports in different gases. (C) A phase diagram showing the shapes of the CeO$_2$-supported GNPs versus the partial pressure of CO and O$_2$. Reprinted by permission from Uchiyama et al. Angew. Chem. Int. Ed. 50 (2011) 10157–10160, copyright (2011) Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim.
This may provide a possible method for developing well-defined supported metal catalysts. The LB trough may be utilized to deposit monolayers of amphiphiles of interest onto solid supports. These amphiphiles can include organic ligands often used in catalyst synthesis. Figure 19(A) shows the schematic of preparing the tandem catalyst systems using the LB approach. In their study, oleylamine-capped Pt nanocubes were dispersed in chloroform. The suspension was dropped into an LB trough with water as a subphase. After evaporating the chloroform, an LB thin film consisting of Pt nanocubes on the water surface was generated. The thin film was then transferred onto a Si wafer. A similar approach was used to generate a CeO₂ nanocube LB thin film. The thin film was
transferred to the as-prepared Si–Pt substrate. The residual capping agents which helped to uniformly separate the nanocubes were removed by ultraviolet treatment. The formation of active metal oxide interfaces was further confirmed based on changes observed in sum frequency generation vibrational spectroscopy and the apparent activation energy of CO oxidation. Thus a tandem catalyst containing CeO₂, Pt, and SiO₂ (as the surface of Si wafer is oxidized) was prepared with two active interfaces including SiO₂–Pt and CeO₂–Pt. The tandem morphology was confirmed by plan-view HREM and EDS. At the defect areas where the tandem system was not generated, the contrast difference is obvious, as shown in Figure 19(B). The EDS line-scan (Figure 19(C)) shows the difference in amount of Ce and Pt between the tandem and defect areas. In Figure 19(D), the HREM lattice fringes confirm the presence of CeO₂ and Pt, as well as the interfacial area according to the Moiré pattern.

The tandem catalyst system has multiple benefits. The CeO₂–Pt interface is active for the decomposition of methanol to CO and H₂, while the Pt–SiO₂ interface is able to catalyze olefin hydroformylation using CO and H₂. The tandem catalyst can thus be used to form propanal (ethylene hydroformylation) by in situ methanol decomposition. In contrast, the use of only Pt–SiO₂ catalysts to form propanal from CO and H₂ would cause the formation of methanol in addition to the propanal formation. The overall selectivity of propanal formation was more than 94%. The enhanced properties are probably due to the high concentration of methanol which reduces the rate of methanol formation, as well as the high concentrations of CO and H₂ which accelerate propanal formation.

This study indicates that synthesis techniques which are often used in other areas may be employed to geometrically control supported catalytic systems. The LB trough in this tandem catalyst synthesis as well as some other techniques such as ALD and electron lithography [102] may be used for the future design of functional catalytic systems. For example, ALD, which is widely used for layer-by-layer thin film growth, has been used for supported catalyst design to selectively coat oxide surfaces while leaving the metal particles exposed [135]. Owing to the coating design, coking and sintering under reaction conditions are significantly suppressed. On the other hand, electron microscopy helps to verify if the expected configurations have been realized.

4.4 Bimetallic Catalysts

Bimetallic systems have attracted great interest in heterogeneous catalysis over the past few decades. The advantages of using bimetallic catalysts have been demonstrated over a variety of reactions such as catalytic reforming [136,137], oxygen reduction reaction (ORR, in cathode of fuel cell, O₂ to O⁻ and O²⁻) [138,139], preferential CO oxidation in excess hydrogen (PROX) (by CO + ½O₂ → CO₂ in excess H₂) [140–142], and hydrodesulphurization [143]. Incorporating another metal species into the parent metal can help to reduce the cost, improve stability, and enhance activity and selectivity. The
Pt-based bimetallic system is a classic example as Pt is widely used in catalysis. The natural abundance of Pt is extremely low: the concentration of Pt is only 0.005 ppm in earth’s crust (~30 times less than Au), and the resulting production of usable Pt is only 133 tons per year (~13 times less than Au) [133]. Minimizing the use of Pt by introducing other cheaper metals is economically favorable for commercializing Pt-based catalysts. Pt was found to be a good catalyst for the hydrogen oxidation reaction (HOR, in anode of fuel cell, H₂ to H⁺) and ORR in the proton exchange membrane (PEM) fuel cells [144]. However, the H₂ is usually generated by reforming hydrocarbons and is therefore mixed with a large amount of CO. The CO impurity can severely poison Pt catalysts in the anodes of the fuel cells [145–147]. To produce H₂ without CO, the PROX of CO becomes a key reaction for the better performance of fuel cells. Experimental and theoretical studies have demonstrated that the use of a bimetallic catalyst with a Pt shell on a Ru core has better performance in PROX relative to Pt alone and some other bimetallic systems [140]. Moreover, owing to the acidic environment and high potential of startup/shutdown cycles, the Ru particles can dissolve or agglomerate. The dissolution and agglomeration results in degradation of the Pt–Ru alloy catalyst [148]. The protection provided by the Pt shell increases the stability of the Pt–Ru bimetallic system. Usually the second metal introduced has a slightly different lattice parameter than the parent metal. The lattice strain may have a major impact on the electronic structure of the parent metal. In the Pt–Pd bimetallic system, Pt has a slightly larger lattice constant (3.92 Å for Pt compared to 3.89 Å for Pd). The compressive strain on the Pt surface due to Pd can result in a downshift of the d-band center, which weakens the binding strength of adsorbents [149–151]. The catalytic activities can increase or decrease depending on whether the adsorption or desorption of the intermediates determine the reaction rate [152,153]. For the ORR in acid fuel cells, multifold enhancement of the specific activity was reported for Pt-coated Pd cores and Pt-coated Pd₃Co cores compared to Pt nanoparticles alone [139]. The enhancement was attributed to the lattice mismatch-induced contraction on the Pt surface, which is in agreement with experimental measurements and DFT calculations.

Experimental and theoretical studies have shown that the catalytic performances of bimetallic systems significantly depend on the geometry of the nanoalloys [154,155]. For example, DFT studies suggest that optimum ORR activity occurs with a bilayer of Pt over the Ru core (Pt₂MLRu) [156]. Hsieh et al. have shown that ordered Pt₂MLRu nanoparticles can be synthesized and may have applications in PEM fuel cell catalysts [141]. In their synthesis, the Ru nanoparticles were synthesized and successively overcoated with Pt. No organic ligands were used and the synthesis and coating were managed by controlling the reaction temperature and pH values in the solutions. However, based on their X-ray diffraction (XRD) studies, an alloyed interface with intermixing of Pt and Ru was found on the as-prepared core/shell nanoparticles. The authors attributed the intermixing to the surface defects on the Ru nanoparticles. To address this problem,
the Ru nanoparticles were annealed at 450 °C in order to remove the surface lattice defects. The resulting Pt/Ru interface became much shaper based on their XRD, HAADF, and EDS studies. Figure 20(A) shows a schematic model of the Pt2MLRu system. HAADF and EELS mapping (Figure 20(B)) show a rather uniform Pt shell with a thickness of approximately 2–3 MLs. In addition to the surface chemical composition, the atomic interfacial structure between Pt (111) and Ru (0001) was visualized. Ru has a hcp structure with AB stacking in the [0001] direction while Pt has a fcc structure with an ABC stacking in the [111] direction. By setting the terminating surface of Ru as the B layer, atomic resolution HAADF shows the Pt overlayer can either occupy the A site or C site, as shown in Figure 20(C). The energy difference between the two configurations is small according to their DFT calculations. The stacking shift should be caused by the Pt coating rather than the Ru, as the shifting of the Ru layer is energetically
unfavorable based on their DFT studies as well as previous calculations on the segregations of single crystal surfaces [157]. As has been mentioned, the intensity of the atom spots in ADF images is thickness-dependent. The authors performed image simulation to take into account the decreasing thickness at the edge. The decrease in thickness results in a decrease in intensity. Therefore the increased intensity of the surface atom spots could be confidently assigned to the Pt atoms, as shown in Figure 20(E) and (F).

The Pt$_{2\text{ML}}$Ru catalyst was added into PEM fuel cells. The Pt$_{2\text{ML}}$Ru was demonstrated to be superior to Pt$_{1\text{ML}}$Ru and Pt nanoparticles with regard to HOR activity. After 2500 startup/shutdown cycles, the catalytic performance showed little change. This was attributed to the stable ordered Pt$_{2\text{ML}}$Ru structure. It might be interesting to further develop the bimetallic catalysts, as studies show the introduction of Pd can further prevent the dissolution of Pt to an extent.

For some simple reactions, imaging the surface of a bimetallic catalyst under reaction conditions in ETEMs provides fruitful information toward understanding the atomic origin of the enhanced catalytic activity. Au–Ag is one of the most studied bimetallic systems. The Au–Ag system was found to be more active for CO oxidation than using Au alone [128]. Moreover, the activity can be tuned by varying the ratio of Au and Ag [158–162]. Fujita et al. performed ETEM observations on nanoporous Au (NPG) with 20 at% Ag and NPG with 1.2 at% Ag [163]. Under 1 vol% CO in an air gas mixture at 30 pa, the (110) surface of NPG undergoes significant {111} faceting, as shown in Figure 21(A) and (B). However, NPG with 20 at% Ag maintains a flat surface under the same atmosphere, as shown in Figure 21(C) and (D). The authors attributed the stabilization of the Au surface to the surface Ag atoms, although the contrast difference of Au and Ag is too small to be identified in their experimental HREM images (although it may be detectable if a range of defoci was used). The activity enhancement of NPG in CO oxidation originates in part from the stabilized low-coordinate surface Au atoms at the kinks and step edges. With the help of single-crystal surface studies, the role of surface Ag is better understood. The sputtered Au (111) surface is still not as active as supported Au nanoparticles unless the O is pre-adsorbed [164–167], although the sputtered surface has a large amount of low-coordinate surface Au atoms. DFT studies show that the adsorption of CO may not be influenced significantly by the Ag impurities. However, the dissociative adsorption of O$_2$ can be enhanced by surface Ag impurities [168]. It is worth noting that the surface structure models usually employed for DFT calculations are Au surfaces with Ag atom patches, which is a rather reasonable assumption, as surface segregation of Au–Ag bimetallic nanoparticles is verified by atomic simulations using semiempirical potentials [169]. As one caveat, there are some ambiguities in understanding alloy segregation in nanoparticles including possible substantial deviations from a simple Wulff shape [170]. This is currently a very active area of research with new data from aberration-corrected instruments as well as from other techniques and modeling methods changing how we understand these systems.
In heterogeneous catalysis, the active sites of the supported metal are often located on the low-coordinate positions such as the surface, corners, and edge, although there are some catalytic systems where this is not the case; for instance the activity of the catalyst may increase, but the selectivity may be worse. With decreasing size, the density of low-coordinate sites increases. Sometimes an efficient use of a catalytic metal is achieved when the size is reduced to single atoms. Stable single atom catalysts (SACs) have been obtained on oxide supports [7,171,172], metal supports [173,174], graphene sheets [175], zeolites, and metal organic frameworks [176–178]. Superior activities are observed for SACs compared to their multi-atom counterparts when normalized to the number of active sites. Interaction of the metal atom with the support should be considered to obtain a better understanding of SACs. Owing to the extremely small size of the SACs, the electronic effect induced by the support is more significant. For an oxide support, strong bonding between the metal catalyst and the O atoms of the support can result in a positive charge on the SACs [7,179–186]. The positive charge can facilitate gas

**Figure 21** The surface structures of nanoporous gold (NPG) under CO oxidation. (A), (B) High resolution electron microscopy (HREM) images show the presence of (111) faceting on Low-Ag NPG containing 1.2 at% Ag. (C), (D) HREM images show the (111) faceting is not as obvious on the NPG with 20 at% Ag. Reprinted by permission from Macmillan Publishers Ltd: Fujita et al. Nat. Mater. 11 (2012) 775–780, copyright 2012.
adsorption and affect catalytic performance. It was demonstrated that the positively charged Au and Pt species on CeO$_2$ supports are responsible for high activity in the WGS [181]. For metal and graphene supports, the lattice strain can result in a change of d-band states [173,175], which can also influence catalytic performance. A common concern about the SACs is the stability issue, as low-coordinate SACs should result in high surface free energy. However some SACs appear to be rather stable: high activity is generally maintained after multiple reaction cycles at elevated temperature. The stability is usually attributed to strong anchoring of the single atom site by the support. The anchoring mechanisms have been investigated for Au–CeO$_2$ [41,43,61,181,187,188], Pt–CeO$_2$ [181,189], Pt–Al$_2$O$_3$ [190,191], Pd–Al$_2$O$_3$ [179], Ag–MnO$_2$ [192], and other supported metal systems [193]. The strong anchoring may not only help to stabilize the SACs, but also the support. For example, it was found that La single atoms on the surface of γ-Al$_2$O$_3$ can help to prevent the phase transformation of the γ-Al$_2$O$_3$ to the more stable α-Al$_2$O$_3$ [194]. The exact anchoring sites vary from system to system. Experimental verification and theoretical calculations should be conducted for each specific system to develop a complete understanding.

Aberration-corrected HAADF imaging at sub-Å resolution is capable of resolving single atoms, which provides a convenient method to check whether or not the catalysts are atomically well dispersed. Moreover, plan-view imaging is capable of visualizing the anchoring sites of catalyst atoms on a support. A good example is demonstrated by Chang et al. in studying the adsorption site of Pt on the (110) surface of a rutile TiO$_2$ (110) single crystal [195]. TiO$_2$ is widely used in chemical catalysis [117,123] and photocatalysis [196–198]. The (110) surface of TiO$_2$ is treated as a model surface and has been extensively studied [199]. The structural model is shown in Figure 22(A). The (1×1) TiO$_2$ (110) surface consists of two types of Ti and O atoms. The extrusion two-fold coordinated O (O$_{2c}$) are bridging atoms on Ti atoms (Ti$_{6c}$) at the base layer. The rows of Ti$_{6c}$ atoms running in the [001] direction separate the fivefold coordinated Ti atoms (Ti$_{5c}$), which are bonded with threefold coordinated O atoms (O$_{3c}$). The O$_{2c}$ atoms can act as Bronsted bases which can adsorb H while the Ti$_{5c}$ atoms act as Lewis acid sites for adsorbing organic molecules [200]. O$_{3c}$ and Ti$_{6c}$ are usually considered as bulk species because they have the same coordination number as in the bulk. On vacuum-prepared TiO$_2$ (110) surfaces, a small percentage of O$_{2c}$ atoms are missing, which is often observed in STM studies [199,201]. The resulting vacancies (O$_{br}$ vacancies) are often considered to be stable adsorption sites for Pt atoms in DFT studies [202,203]. Surprisingly, Chang et al. observed that Pt atoms are preferentially adsorbed onto the position of missing O$_{3c}$ atoms (O$_{ba}$ vacancies). If eight possible adsorption sites are considered on both stoichiometric and reduced surfaces, five of them can be clearly identified by their HAADF images, as shown in Figure 22(C). The unidentifiable adsorption sites are as such because plan-view HAADF images are not very sensitive to the difference in thickness between one or several layers (it is possible that the surface is not...
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atomically flat). However, the frequency of adsorption at O_{br} vacancies is statistically the highest. Their DFT calculation (GGA + U) shows that creating O_{br} vacancies requires less energy than the formation of O_{ba} vacancies (0.15 eV), which implies that the predominant O vacancies on the vacuum annealed surface are O_{br} vacancies. However, the highest binding energy of Pt on the surface was on the adsorption on O_{ba} vacancies in all of the eight sites considered, which is 0.18 eV higher than the adsorption on the O_{br} vacancies. Thus, it is possible that the O_{ba} vacancies are created due to the presence of Pt atoms and provide the anchoring sites for Pt atoms.

Tao Zhang’s group has investigated SACs on FeO_{x} supports [7]. The Pt–FeO_{x} SACs exhibit significantly higher activity for CO oxidation compared to Pt–FeO_{x} with 3D Pt clusters as well as the standard Au–Fe_{2}O_{3} catalyst. The Pt atoms were found to occupy the Fe sites on the (100) surface based on plan–view HAADF images. One type of FeO_{x}, \alpha–Fe_{2}O_{3}, has a hexagonal corundum structure. Under the [0001] direction, it has a repeated stacking of Fe–Fe–O_{3}⋯ layers. Hence the termination surface can be a single layer of Fe, a double layer of Fe, or an O_{3} layer. Experimental and theoretical studies indicated that the surface can have mixed terminations [204–209]. It is possible that

Figure 22 Adsorption sites of Pt atoms on a rutile TiO_{2} (110) surface. (A) A structural model of atoms and defects on a TiO_{2} (110) surfaces. (B) An experimental atomic resolution high angle annular dark field (HAADF) image of Pt on a TiO_{2} (110) surfaces. (C) Structural models, experimental and simulated HAADF images of Pt adsorption sites on TiO_{2} (110), as indicated in (B). Panels (B) and (C) were adapted with permission from Chang et al. Nano Lett. 14 (2014) 134–138. Copyright (2014) American Chemical Society.
under O-rich conditions, O_3 terminated surface is preferred. The Fe terminated surface is favorable under O-deficient conditions [204]. Based on the HAADF results (see Figure 4(B)), the DFT calculations show that the most stable position for Pt is on the O_3-terminated (0001) surface. The Pt atoms occupy the threefold hollow sites on the O_3 layer, which can be understood as a replacement of the Fe atoms for the single Fe termination. The Pt atoms on the O_3 layer can also reduce the surface O vacancy formation energy and enhance the catalytic activity for CO oxidation. The Bader charge analysis suggests that the Pt is positively charged (+0.45|e|), which was confirmed experimentally by FT-IR.

The same group demonstrated that Ir–FeO_x SACs show even higher catalytic activity for the WGS reaction than Pt–FeO_x SACs [171]. The activity is one order of magnitude higher than that was observed for Ir nanoparticles or clusters on FeO_x supports. By increasing the loading of Ir, the size of the Ir catalysts can be tuned from single atoms to a mixture of single atoms and clusters, and decreasing the loading results in a higher percentage of single atoms sites. By comparing the TOFs of the catalysts with difference loadings, an interesting finding is that the single atom sites contribute to ~70% of the activity. This suggests that the single atom sites are the most important active sites for WGS. The high activities can be maintained over 20h of reaction time. Additionally, HAADF-STEM images confirmed that after that reaction, the catalysts were primarily SACs. The long-term stability and enhanced activity were explained the similar way as for the Pt SACs on FeO_x. The Ir SACs were found to occupy the Fe positions and they were positively charged according to X-ray absorption near-edge structure (XANES). In addition, the H_2 TPR shows that the formation of O vacancies is facilitated by the Ir SACs.

HAADF imaging has also been used to study SACs on porous zeolites [210,211]. As zeolites are more sensitive to the electron beam compared to oxide supports, low dose imaging was usually employed for characterizing such materials. The signal-to-noise ratios in these images are relatively low due to the low electron dose. However, useful structural information can still be extracted based on image processing. For example, Ortalan et al. investigated the anchoring positions of Ir atoms on a dealuminated HY (DAY) zeolite [210]. They found that more Ir atoms were anchored to the T6 sites compared to the T5 sites of the zeolite crystal. After treating the Ir–zeolite sample in H_2 flow at 393K for 30min, Ir clusters start to form preferentially on the T6 sites. Therefore, the authors deduced that some Ir atoms anchored to the T5 sites migrate to the T6 sites during the treatment.

5. SUMMARY AND OUTLOOK

In this review, we discussed how the structures and chemical compositions of catalytic systems can be characterized using TEM. The development of TEM has enabled the characterization of catalytic nanoparticles with atomic resolution under reaction conditions, which has significantly helped with understanding catalyst structures and reaction
mechanisms. Currently, direct characterization of catalytic reactions using TEM is limited to the catalyst itself. Adsorption can be observed by TEM by imaging the surface relaxation or other morphological changes on the catalyst. However, direct imaging of the adsorption of reactant molecules on the catalytic active sites is still a great difficulty. This is partly because the contrast of the small amount of light molecules is too low compared to that of the catalyst itself, both in the imaging and spectroscopic techniques of TEM. Recently Yoshida et al. suggested that the adsorbed CO molecules could be directly imaged by using aberration-corrected ETEM [119]. However, the signal from the CO is rather low and should be confirmed by other techniques. Increasing the electron dose during characterization may increase the contrast. However, high electron dose can cause desorption of molecules [212,213] and even damage the catalyst [55,214]. New techniques such as exit wave reconstruction, which numerically “adds” a set of low dose images to increase the contrast [215–218], may allow for imaging of the adsorbates. While it is relatively difficult using TEM, other techniques such as FT-IR and Raman are good at characterizing the adsorption and desorption phenomena. A comprehensive understanding of the properties of catalysts requires the employment of different characterization techniques and theoretical studies.

The main focus of this chapter has been methods of looking at catalysts using electron microscopy, mainly at the atomic scale. It is appropriate at the end to step back slightly with a few words of caution, the three R’s: Radiation damage, Rigor, and Reality.

**Radiation Damage:** The environment of any electron microscope is harsh, not just the vacuum but also because of energetic energy loss processes. It is sometimes easy to damage materials, and on rare occasions to heat them using the electron beam. The simplest process is direct momentum transfer, called knock-on damage, which occurs whenever the electron energy is above some threshold which depends upon not just the atomic mass but also the bonding. In many cases this can be minimized by using lower voltages. However, there is a second damage process, radiolysis, which becomes more common if the voltage is reduced and is very significant for oxides as well as chemisorbed species. Some years ago the group of Yagi et al. built a UHV electron microscope which was capable of doing both lower resolution reflection electron microscopy (REM) of surfaces and photoelectron electron microscopy (PEEM), the aim being to image chemisorbed species on silicon using PEEM and correlate this with surface structure using REM. Unfortunately it turned out that the chemisorbed species were completely removed by the microscope beam [219]. The electron flux that they used was several orders of magnitude smaller than what one has in contemporary instruments. While it is possible that there will be an equilibrium chemisorbed surface concentration in ETEM experiments, the extent to which they are imaged is unclear.

**Rigor:** The first images of single atoms in a home built STEM instrument was reported by the group of Crewe in the 1970s (e.g., Refs [220–226]) and when commercial instruments became available these instruments became a staple method of
examining catalysts (e.g., Refs [227,228]). Atomic imaging of small particles became relatively easy in the early 1980s, although there were papers such as the elegant work of Tsutomu [229] and surface studies at lower resolution [230–237] much earlier. Profile imaging was discovered in the early 1980s [11,238–240], and was rapidly used and extended by many groups around the world for both profile and plan-view imaging using instruments without aberration correctors (e.g., Refs [235,241–256]), see also [257] for other early references. Because those instruments had lanthanum hexaboride sources it was relatively easy to image the surface (as well as the bulk) [258]. When brighter and more coherent field emission sources became common, it in fact became much harder to image surfaces; it was only when aberration-correctors became common that surfaces could be imaged as easily as they were in the 1980s. For certain the newer corrected instruments are better, but at the same time they are sometimes used on problems which were extensively studied some years earlier, for instance the reconstruction on the gold (001) surface [259].

**Reality:** It is sometimes possible to generate a model to explain what images of nanoparticles used in catalysts mean in terms of the local structure. Unfortunately that does not prove that the model is unique. While coupling electron microscopy with DFT calculations is very powerful, at the same time this still does not make the interpretation unique. Methods such as DFT only lead to a local minimum, so if the initial atomic structure model used is not appropriate then the results they yield will only be better than the initial guess, not necessarily right. Sometimes DFT can be problematic by itself, for instance the well-known errors in chemisorption energies with simple functionals. One always has to worry whether an interpretation conforms to how the sample was made, basic thermodynamics as well as Occam’s razor.

Are we at the limits of what can be achieved in imaging catalysts? The answer is no, and in the next few years there may well be much more information. We have already crossed the barrier of being able to image nanoparticles in three-dimensions at the atomic scale [260] with a three dimensional resolution of $2 \times 2 \times 2 \text{ Å}^3$ voxels. We expect that within a few years we will see measurements of, for instance, the positions of all atoms in bimetallic nanoparticles with three dimensional precision of 0.5 Å, as well as three dimensional chemical mapping and perhaps even mapping in three dimensions of chemical shifts.

**ACKNOWLEDGMENTS**

Part of this work is supported by the funding from the Northwestern University Institute for Catalysis in Energy Processes (ICEP) on grant number DOE DE-FG02-03-ER15457. K.R.P. would like to thank the funding from the Institute for Atom-Efficient Chemical Transformations (IACT), an Energy Frontier Research Center funded by the U.S. Department of Energy, Office of Science, Office of Basic Energy Sciences. The authors also thank the contribution from Jianguo Wen, James A. Enterkin, Zili Wu, Linhua Hu, and Robert M. Kennedy. Part of HREM images are obtained using the facilities at the Electron Microscopy Center for Materials Research at Argonne National Laboratory.
REFERENCES


