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Abstract

Nanoparticles can be beautiful, as in stained glass windows, or they can be ugly as in wear and corrosion debris from implants. We estimate that there will be about 70,000 papers in 2015 with nanoparticles as a keyword, but only one in thirteen uses the nanoparticle shape as an additional keyword and research focus, and only one in two hundred has thermodynamics. Methods for synthesizing nanoparticles have exploded over the last decade, but our understanding of how and why they take their forms has not progressed as fast. This topical review attempts to take a critical snapshot of the current understanding, focusing more on methods to predict than a purely synthetic or descriptive approach. We look at models and themes which are largely independent of the exact synthetic method whether it is deposition, gas-phase condensation, solution based or hydrothermal synthesis. Elements are old dating back to the beginning of the 20th century—some of the pioneering models developed then are still relevant today. Others are newer, a merging of older concepts such as kinetic-Wulff constructions with methods to understand minimum energy shapes for particles with twins. Overall we find that while there are still many unknowns, the broad framework of understanding and predicting the structure of nanoparticles via diverse Wulff constructions, either thermodynamic, local minima or kinetic has been exceedingly successful. However, the field is still developing and there remain many unknowns and new avenues for research, a few of these being suggested towards the end of the review.
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1. Introduction

Small is beautiful. The stained glass windows in medieval churches with different nanoparticles for different colors have awed worshipers for centuries.

Small is ugly. Nanoparticulate debris from wear and corrosion of implants can lead to severe illness and pain, and is one of the most important unsolved health issues of the 21st century.

Nanoparticles are everywhere. They play a critical role in modern society in areas as diverse of heterogeneous catalysis to produce chemicals to controlling the properties of advanced metals used in the aerospace industry. Sometimes their size, shape and structure is exceedingly well controlled, sometimes it is the luck of the draw. They will continue to play a critical role into the future, and there are large efforts around the world to exploit them for numerous applications from controlled drug delivery in nanomedicine to controlling light for information in nanoplasmonics.

However, there is an issue. To quote from William Whewell [1]

It is a test of true theories not only to account for but to predict phenomena.
Methods of producing nanoparticles have far outstripped our ability to predict how they are generated and their shape and structure. As shown in figure 1, the number of scientific papers with ‘nanoparticle’ as a keyword is increasing approximately linearly with time and we predict that there will be more than 70,000 in 2015. In the existing literature, only about one in thirteen includes ‘shape’ as a keyword, and one in two hundred ‘thermodynamics’. The term ‘nanoparticle synthesis’ has become common, implying that nanoparticles are produced with the same degree of control as in industrial production of chemicals. Unfortunately one rarely has this amount of control. While sometimes it does not matter exactly what the nanoparticles are, in an ideal world we want to have ‘six sigma control’, i.e. control the shape so that only 3.4 per million nanoparticles are not the target. This is an industrial and engineering standard, but we are current far from achieving this level of control.

Given the size of the literature a complete review is not possible, rather the intent is to overview where we are in terms of being able to predict the nanoparticle shape by understanding the thermodynamic and kinetic driving forces independent of whether they are produced by evaporation onto substrates, gas-phase condensation, solution synthesis or hydrothermal methods. Some other reviews discussing different aspects can be found in [2–32]. It is important to recognize that the question of thermodynamic versus kinetic control of shapes has been a source of almost endless confusion in the literature. For instance, the seminal paper by Wulff [33] is often cited as the origin of the thermodynamic Wulff construction, but the actual title is ‘On the question of speed of growth and dissolution of crystal surfaces’, with most of the analysis based upon growth experiments, i.e. kinetic control of the shape, although Wulff assumed a direct relationship between the surface energy and growth rate (which is not necessarily correct).

In many cases nanoparticles are simple, single crystals with well-defined faces and simple platonic shapes such as octahedra or cubes. A different class of nanoparticles is ones which are have more complex shapes and internal structure. The most common ones contain twins, either parallel in ‘lamellar twinned particles’ (LTPs) or either five or twenty different single crystal units separated by twin boundaries, and are called ‘Multiply-Twinned Particles’ or MTPs. As discussed by Hofmeister [15, 34], there are reports of MTPs in the 19th Century, what were called ‘fivelings’, and a number of reports in the 50’s and 60’s of five-fold particles in whiskers (e.g. [35–38]). The first definitive work was performed by Ino and Ogawa [39–41]. By using relatively primitive (by current standards) electron microscopes, they were able to piece together the two main types of MTPs, the icosahedral (Ic) as well as the decahedral (Dh) MTPs. We will use herein these abbreviations for these particles which have become common in the literature, and correlate to the point group symmetries Ic and D5h respectively [42]. Almost immediately the structure of these particles was confirmed essentially independently by Allpress and Sanders [43]. In the early work MTPs were described as assemblies of tetrahedral subunits with an angular gap equivalent to one or more Volterra disclinations [44], elastically strained by ~2% for the Dh and ~6% for the Ic to form space-filling structures. This interpretation of elastic strain was confirmed at the atomic scale first using lattice imaging [45] then later by atomic resolution imaging [46, 47]. For completeness, there are many more complicated shapes such as what were called ‘polyparticles’ [47] which are either polyicosahedral structures similar to those first analyzed by Hoare and Pal [48], or due to incomplete coalescence.

The focus of this review is the fundamentals that control the shape of nanoparticles, with a little more attention paid to the more complicated case of these multiply twinned particles; the better we understand complex nanoparticle, the better we understand everything. A schematic illustrating many of the shapes of interest is given in figure 2, split into cases where thermodynamic control determines the final shape and those where kinetics control. Several shapes appear on both sides, both single crystals as well as multiply-twinned particles. Every structure that is thermodynamically stable can also occur under kinetic control, but the converse is not true. Several structures appear in different locations to where they are often placed in the literature, for instance the pentagonal biprism five-fold particles which is often incorrectly described as a thermodynamic shape.

Parts of this review depend upon older work dating back to the first half of the 20th century, where much of the formative science was established. Some issues were first brought up then, and remain unsolved to this day—for instance what happens when nanoparticles are too small to have the high index faces which are present on mesoscale particles. A fair amount of the review describes work which was done in the second half of the 20th century when transmission electron microscopy reached resolutions where it could start to reveal details on the atomic structure. Much of the early work on MTPs has been reviewed [2] with earlier work on more diverse nanoparticles of almost every elemental solid and several compounds (called at that time ‘small particles’ or ‘ultrafine particles’) available in the inert gas evaporation.
literature [49–55] as well as earlier structural studies on colloidal growth [56, 57].

Of the more recent literature only parts can be included, some of the recent progress in kinetic models as well as tests of the older models using new experimental methods. The field is progressing rapidly, and with new instrumentation, particularly higher precision transmission electron microscopes, new details are being unraveled almost daily. Modeling advances have accompanied experimental progress, for example better elasticity models and atomistic methods.

The structure of this review is as follows. First, some aspects of the thermodynamic fundamentals are described, particularly how one transitions from an atomistic approach to a continuum one, since this contains some subtle traps for the unwary. This is followed by a description of the large family of thermodynamic Wulff construction shapes for both supported and unsupported nanoparticles, as well as other variants such as when there is another degree of freedom in alloys at the nanoscale (nanoalloys). We then turn from thermodynamic control to the kinetic Wulff constructions with the addition of enhancement terms for growth at twin boundaries. In a few cases some logical extensions of the existing literature will be described, for instance the Wulff shape with a fixed excess of some species and the possibility of concave kinetic shapes via a second class of kinetic Wulff solutions as an alternative to the Berg effect. We next discuss some of the extended possibilities of kinetic shapes including why corners should be round and also symmetry breaking. We then discuss strain in MTPs for which there is extensive evidence and good qualitative agreement between stress relaxation mechanisms from theory and experimental data. Finally we turn to a brief discussion of the thermodynamic energy balance of MTPs versus size, pointing out the important ambiguities due to the role of chemisorbants in changing the surface stress, and provide a brief analysis of how structures of nanoparticle populations may evolve during growth, either Survival of the Fittest; Survival of the Fastest or Survival of a Population. In a short discussion some future possibilities are described as well as some of the unanswered questions.

In a number of cases scientific urban myths about nanoparticles will be pointed out, hopefully tactfully. Just like society as a whole, scientific myths can develop about what is true and what is not based upon misunderstandings (e.g. [58], for an informative analysis). This area has a number of these myths, the most obvious being that perfect decahedral particles with only \{111\} facets as well as single crystal tetrahedra are thermodynamically stable.

2. Thermodynamic fundamentals

Fundamental to understanding nanoparticles is the energy as a function of size, shape, stress and the external environment. This is not completely simple, and there are a number of ways to construct this. What is most important is to pay attention to what reference states are used and follow a specific set of conventions—different references yield wildly different results for some of the key parameters, particularly the surface stress tensor.

In a purely atomistic description, the total energy of an ordered, crystalline nanoparticle can be written as the infinite series:
the proper limits for a single atom. For very large sizes the first term on the right is then proportional to the volume as indication, but this can generally be neglected.

As illustrated in figure 3 each \( h_i \) is a combination of a geometric distance from the origin to the outermost plane of atoms plus a ‘Gibbs distance’ outside the surface, the latter being needed to properly achieve the transition from atomistic to continuum models [59, 60]. This is the Gibbs equimolar partition for the surface. For a bulk surface the relevant distance is half that to the first atomic plane removed to create the surface, effectively using a Wigner-Seitz unit cell around each atom or basis of atoms in the unit cell. For very large sizes the first term on the right is then proportional to the volume and the number of atoms. When the size of the cluster is relatively small there will in general be a non-linear relationship between the \( h_i \) and the number of atoms along specific directions as discussed by Hamilton [60], shown in figure 4, a plot of the difference between the total energy and multiple of the number of atoms and the cohesive energy, as well as the effective edge energy term, with \( s \) the edge length of a cuboctahedron, \( d \) the interatomic spacing and \( n \) the number of atoms. With the equimolar definition \( s = (n - 0.5)d \) the effective edge energy terms are small, whereas with other definitions they are rather large. With an appropriate non-linear relationship the edge energy terms will be very small and can be safely ignored.

The continuum shape is then defined by the set of planes normal to all \( h_i \), and all continuum quantities are defined via the appropriate partial derivatives or integrals taking care to include non-linearity. For instance, the ‘Gibbs Volume’ \( V_G \) would be the volume within this shape, whereas the ‘Gibbs Surface Area’ \( A_G \) would be the external area, both in conventional units.

With this formulation energy terms \( O(h^3) \) are the bulk cohesive energy and strain energy terms, those of \( O(h^2) \), the total surface free energy and surface stress terms, those of \( O(h) \), edge terms as well as counting corrections, and those of \( O(h^0) \), corner as well as additional counting corrections (e.g. to ensure the correct limit for a single atom). As a general guide the relative importance of the different terms when comparing nanoparticles with the same number of atoms is:

- \( \Delta \) surface energy \( \approx \Delta \) strain energy \( \approx \Delta \) surface stress energy \( \approx \Delta \) twin boundary energy \( \approx \Delta \) lattice parameter \( \approx \Delta \) counting corrections

To convert to a continuum model we switch to the volume \( V_G \) (proportional to the number of atoms due to the definition) as the descriptor, i.e. write

\[
\sum_{i,j,k} A_{ijk} h_i h_j h_k = V_G \left( \frac{\mu^d}{\nu_0} + W_D \right)
\]

where \( \mu^d \) is the bulk chemical potential per atom in the absence of any strain, \( \nu_0 \) the volume per atom and \( W_D \) the strain energy density. In principle the total strain energy of the nanoparticle can be size dependent. While energy models excluding the strain energy have been suggested [61, 62], these go to a physically incorrect limit at large sizes and are therefore necessarily incorrect. Additional terms can be added for pressure contributions, but these are small and cancel when different structures are compared. Including the temperature dependence will include entropy contributions, which can be important particularly for multicomponent nanoparticles as discussed later.

In a similar fashion the second term on the right of equation (2) can be written as

\[
\sum_{i,j} B_{ij} h_i h_j = V_F^2 (\gamma_{111} \varepsilon_W + g_{ij} \varepsilon_{ij} > \varepsilon_g)
\]

which contains the surface free energy \( (\gamma) \) per unit area as well as that of any twin boundaries in \( V_F^{2/3} \) and the coupling of strains and the surface free energy in \( V_F^2 < g_{ij} \varepsilon_{ij} > \varepsilon_k \) \([63–65]\)

where \( g_{ij} \) is the surface stress tensor and \( \varepsilon_{ij} \) strains which will be discussed a little later in equations (7) and (8). The constant \( \varepsilon_W \) is definable as

\[
\varepsilon_W = \left( \frac{1}{\gamma_{111}} \right) \int \gamma dS/V^{2/3}
\]
and is a size independent constant which only depends upon the external surface of the nanoparticle and (weakly) upon the twin boundaries as discussed later.

To obtain the total energy, the volume and surface terms (equations (3) and (4)) are substituted into equation (2):

\[
E = V \left( \frac{E_B}{V_0} + W_d \right) + V \sum_{\text{surf}} \left( \gamma_{\text{surf}} + \gamma_{\text{edge}} + \gamma_{\text{vertex}} \right) + O(h) \tag{6}
\]

where the rightmost term includes any remaining corrections due to counting effects as well as edge and corner energies, and the inverse terms in equations (1) and (2) have been ignored. For very small clusters (for instance less than 2 nm) these may be important; otherwise they can be neglected if the correct equimolar partition is used.

How a full conversion to a classical formulation where the final volume and area (not the initial Gibbsian values) would be performed is worth indicating. The Gibbs volume and surface area are proportional to the number of atoms involved in each at some reference condition for which a natural definition is standard temperature and pressure (STP) and no strain. The classical volume and surface area are referenced to the final state of the nanoparticle, and as such vary with temperature, pressure and strain, and are not proportional to the number of atoms.

This distinction is important when it comes to how to describe the surface free energy in the presence of strain. Most liquids cannot be strained, so there is only one energy term of importance, typically called the surface tension. However, solids can be strained so there are two terms, the free energy per surface unit and the change in the total energy of the surface with strain. Because there are two terms, it is preferable to avoid use of the term ‘surface tension’ for solids. The question is what ‘unit’ to use, an atomistic Gibbsian unit dependent upon the number of atoms in the surface, or the classical one based upon the surface area. If we write everything referenced to the free energy \( E_S \) of a flat surface per surface atom \( (N_S) \) or the Gibbsian area \( A_G \), we can define the total energy, surface free energy \( \gamma \), and the surface stress tensor as \( \sigma_{ij} \).

\[
E_S = A_G \gamma \quad \text{and} \quad \sigma_{ij} = \frac{\partial E_S}{\partial A} \delta_{ij} = \frac{\partial \gamma}{\partial e_{ij}}. \tag{7}
\]

with the surface free energy proportional to the surface chemical potential per atom, the surface stress the change with respect to some strain component \( e_{ij} \). The alternative approach is to define the energy of the flat surface referenced to its final area \( A \), where the later changes with the strain, in which case

\[
E_S = A \gamma \quad \text{and} \quad \sigma_{ij} = \frac{\partial E_S}{\partial A} = \gamma \delta_{ij} + \frac{\partial \gamma}{\partial e_{ij}}. \tag{8}
\]

since the final area changes with strain, with \( \delta_{ij} \) the Kronicker delta function. The two are different, and the sign and magnitude of the surface stress tensor depends upon the definition used. This second definition is problematic for analyses of the elastic strain contributions, since this is normally considered in terms of a nominal strain-free volume. We find the first, atomistic or Gibbsian definition more convenient when dealing with nanoparticles since it is also consistent with how the volume was defined earlier, and it will be used throughout this review.

To complicate some of the issues slightly further, even in the classical limit there is an issue with the meaning of surface area, size and volume of a nanoparticle. In many cases these are measured experimentally by some technique, and the value is dependent upon the technique used. As illustrated in figure 5 most scattering experiments such as x-ray diffraction and electron microscopy involve measuring the shape bounded by the center of the atoms which is smaller than the Gibbsian values, whereas adsorption measurements will correlate with how close gas can approach the surface and will tend to be larger.

The minimum energy shape (discussed further in the next section) is then obtained by minimizing equation (6) at constant volume. If the strain and surface stress terms are ignored this is equivalent to minimizing the dimensionless parameter \( \varepsilon_W \).
wh, and equations (10) and (11) define a weighted mean surface energy and volume, respectively. The bulk chemical potential will vary with temperature, pressure etc., but when comparing different shapes this cancels out. The term a weak dependence of the strain energy upon temperature, but this can almost certainly be neglected. Both the surface free energy and the surface stress will depend upon temperature, and in particular the environment. While there is now relatively good data on the surface free energy of most metals and they can be calculated fairly accurately with more recent functional via density functional methods, less is known about the variation with chemisorption. When the surface is clean surface free energies are of the order of one to few J m$^{-2}$, but can be reduced by a factor of 2–3 when other species are adsorbed onto the surface. For most metals the surface stress tensor is positive, i.e. the surface free energy is lower when the atoms are closer together. However, with chemisorption this need not be true and the sign of the surface stress tensor will change depending upon whether there are attractive or repulsive interactions between molecules on the surface as illustrated in figure 7; that this can occur for small molecules on metals is very well established (e.g. [81, 82]), less well known but shown to exist for larger molecules [83].

For other materials such as oxides how the terms vary with chemisorption is much less clear, with relatively few measurements and only a few calculations. Complicating matters further, there may well be rearrangements of the surface atoms to yield reconstructed surfaces. These are well known for many of the simple metals, and have been observed in a number of cases for nanoparticles in vacuum. It is only rather recently that they have also been observed on oxide nanoparticles as shown in figure 8 [84, 85], where the exact structure formed depended upon the synthesis conditions. For strontium titanate nanocuboids synthesized by a hydrothermal route involving oleic acid, strong chemisorption of the acid on the surface favored a strontium oxide termination—strontium is the more electropositive atom. For synthesis using acetic acid which is highly water soluble, a titanium dioxide double-layer surface forms similar to what occurs for mesoscale (100) surfaces [86–101] due to dissolution of strontium from the near surface region. How general this is for other materials, and what the size of the energy changes and their consequences needs more research.
Figure 6. Density functional theory results for the chemical potential (weighted mean curvature) in the limit of small sizes. In (a) the model used indicating truncations for \(N = 1, 2, 3\) with the corresponding equimolar surfaces and facet length, and (b) the chemical potential as a function of truncation. Within numerical accuracy the scaling matches very well to the continuum expectation.

Figure 7. Illustration of how chemisorption can affect the surface stress. On the left when chemisorbed molecules are far apart attraction between them and the intrinsic changes of a metal surface will lead to a compressive stress; on the right when they are too close the surface stress will be tensile. Changes in the surface stress with coverage will occur for large ligands, as drawn, or for smaller chemisorbed species such as water, oxygen or carbon monoxide.

Figure 8. Images of the surface of SrTiO\(_3\) nanocuboids prepared in different conditions. On the left in (a) and (b) with oleic acid, which leads to a SrO termination and on the right in (c) and (d) in acetic acid which leads to a TiO\(_2\) double layer. The surface are shown with brown tetrahedral for TiO\(_6\) units, green for TiO5\([\]\) and the Sr are gold.
3. Minimum energy solutions

We next turn to discuss the thermodynamic equilibrium shape of nanoparticles ranging from single crystals to those on supports or ones with twin boundaries. As will be seen there are common elements to the solutions, for which the general term of Wulff constructions will be used. Overall there is excellent agreement between the models and experimental results at the semiquantitative level or better, and the models have strong predictive power.

3.1. Wulff construction for single crystals

In the absence of any strain terms the minimum energy shape at constant volume is the variational minimum of $\varepsilon_W$, equivalently, the total energy at constant volume, and also equivalent to a constant weighted mean curvature (chemical potential) for all facets. For a single crystal this is the thermodynamic Wulff construction, the shape (set of points) $S_w$ given by

$$S_w = \{ x : x \cdot \hat{n} \leq \lambda \gamma(\hat{n}) \text{ for all unit vectors } \hat{n} \}$$  \hspace{1cm} (13)

This shape is all the points $x$ within $\hat{n} \leq \lambda \gamma(\hat{n})$, where $\hat{n}$ is a unit vector defined by the crystallographic orientation of a face (hkl), $\gamma(\hat{n})$ is the orientation-dependent surface free energy, and $\lambda$ is a constant that accounts for volume. Another common way to express this relationship is through the definition of the envelope planes of the particle, as first proved by Von Laue [103] and Dinghas [104],

$$\gamma_i = h_i/\lambda,$$  \hspace{1cm} (14)

where $h_i$ is the normal distance from the center of the particle to a crystallographic facet $i$ as defined earlier and $\gamma_i$ is the orientation-dependent surface free energy of the facet.

The standard method to generate the Wulff shape is to plot the surface energy as a function of angle and take the inner envelope of points, as shown in figure 9 for the simplified case when only $\{111\}$ and $\{100\}$ facets are relevant. In general nanoparticles are more complex than this with small additional regions of higher index facets. An alternative method which has some mathematical advantages is to use a vector definition instead of the scalar surface free energy [68, 102]. The Wulff shape is relatively easy to determine experimentally from electron microscopes images (either or both scanning electron microscope or transmission), and one example for strontium titanate is shown in figure 10 [105] where there is good agreement between experimental results on the left and the Wulff shape on the right, here constructed using the Wulff Maker software [106]. Depending upon exactly which facets dominate even a single crystal can have a complex shape, and figure 11 from [107] shows some examples for different single types of facets within the stereographic triangle for a cubic material. A point that will come up later is that the Wulff shape is always convex, but there are cases where nanoparticles do not have convex shapes.

3.2. Winterbottom and summertop for supported nanoparticles

The Wulff construction applies to a free-floating particle in vacuum, a gas or a liquid; changing the external medium will change the values of the surface free energies but nothing else. A second type of shape occurs when the particle is supported on a flat substrate when the substrate is assumed to remain flat. If the surface free energy of the metal particle is $\gamma$, there is an additional free energy term $\gamma_A$ for the adhesion (per nanoparticle atom at the interface) when the exposed surface of the nanoparticle is replaced by an interface, which leads to an effective interfacial term of $\gamma_{\text{int}} = \gamma + \gamma_A$. This should be used instead of $\gamma$ when calculating the total surface energy. The total interfacial free energy term can be either positive or negative depending upon the chemical bonding between the nanoparticle and the substrate. This will depend upon the chemical species, the misfit between the nanoparticle and the substrate as well as details of the interfacial structure. The equilibrium shape, called the Winterbottom shape [108],
includes a facet to represent this interfacial energy in an otherwise standard Wulff construction. As illustrated in figure 12, if $\gamma_A$ is greater than zero we have the equivalent of dewetting; if it is the negative of the surface free energy we have the equivalent of wetting with a full range in between. This can also be extended for two interfaces which yields the SummerTop construction [109], although this is rather rare in real physical systems.

Figure 13 shows experimental electron microscope images of the Winterbottom case, in (a) and (b) showing how the interface can depend upon the chemical character of the substrate [110], where in (b) the ceria has been slightly reduced due to testing for the water-gas shift reaction. As a caveat, as shown in figure 13(c) for gold on magnesium oxide, the substrate does not have to be flat and in this case the particle is partially embedded in the support [111, 112]. Partial embedding of the particles may be quite common particularly with heterogeneous catalysts, and to date does not have any simple model although shapes can easily be predicted by numerical minimization of the total energy.

### 3.3. Modified wulff construction for MTPs

Instead of a boundary to an external support, there can be internal boundaries, most frequently in nanoparticles twin boundaries. The general approach is to find the minimum energy shape for each single crystal subunits with the twin boundaries taken into account, and then assemble the composite particle from these units, see figure 14. Similar to the Winterbottom construction we associate an additional free energy $\gamma_T$ with each twin boundary, but different from it then partition this to the two sides and generate a variant of the Wulff construction for each single crystal subunit. Finally the subunits are assembled to create the full twinned nanoparticle. This approach was called the ‘modified Wulff construction’ [63, 65]. Each individual single crystal subunit will be convex, but the overall composite particle does not have to be.

In a set notation the modified Wulff construction can be written as the superset of Wulff shapes $S_m$ for all the individual single-crystal subunits where

$$S_m = x : (x - o_m),\tilde{n} \leq \lambda_m \gamma_m(\tilde{n})$$

for all unit vectors $\tilde{n}$ (15)

where the $O_m$ are the origins for each single-crystal unit, $\gamma_m(\tilde{n})$ the surface free-energy appropriately oriented in space which includes a ‘twin facet’ energy for each segment ‘m’ adjacent to a segment ‘n’ of $\alpha_m \gamma_T$, with the additional conditions

$$S'_mn = \alpha_{nm} + \alpha_{nm} = 1$$

with $S'_mn$ is the bounding twin surface of segment ‘m’ where it joins to segment ‘n’.
Figure 12. Schematic of the variation in shape of a nanoparticle, here with a (100) epitaxy on the substrate, as a function of the net interfacial free energy. From left to right is the solid analogue of dewetting to wetting.

Figure 13. Experimental images in (a) and (b) for gold on ceria supports where the sample in (b) has been catalytically tested. Due to reduction of the ceria the interface and Winterbottom shape changes. Shown in (c) is an example for gold on magnesium oxide (where the interface is not flat).

Figure 14. Illustration of the modified Wulff construction. For the 3D Wulff shape shown on the left in (a) the region between two twin planes (red) is extracted. Five of these joined at the twin boundaries leads to the Dh shape shown on the right in (b), with the re-entrant {111} surfaces in yellow. In both diagrams {100} faces are green.
The simplest case is with $\alpha_{mn} = 1/2$ and all $\lambda_m$ the same, the symmetric solution. One twin plane gives a singly twinned particle, while a sequence of parallel twin boundaries gives a family of lamellar-twinned particles or LTPs, first observed in the inert gas evaporation literature [49–55]. Figure 15 shows the 3D shape of the a single-twin LTP from the construction [63] together with experimental results based upon an electron tomography experiment projected in three directions [113]. Using five segments each bounded by two non-parallel planes gives a Dh (see figures 14 and 16, the later from [114–116]), slightly different forms depending upon the surface free energies; twenty segments bounded by three non-parallel boundaries, an Ic (see figure 17 from [115–117]) with again a number of variants depending upon which facets have the lowest surface free energy.

From the properties of the Wulff construction, for specified values of $\alpha_{mn}$ and $\lambda_m$ this is the global minimum total surface energy shape. With respect to variation in $\alpha_{mn}$ and $\lambda_m$ it may be a constrained local minimum in order to satisfy $S'_{mn} = S''_{mn}$ or alternatively a saddle point. Numerical calculations for a Dh yield a minimum for only \{111\} and \{100\} faceting [118] although it is a saddle-point for an isotropic surface free energy [63, 65]. There is currently no analytical theory describing what values of the surface-free energy anisotropy the construction are minima versus a saddle points, a topic that merits further attention. Asymmetric partitioning of the twin boundary is also possible ($\alpha_{mn} \neq 1/2$), in which case the scaling term $\lambda_m$ for each segment is different. This leads to some of the asymmetric nanoparticle structures observed experimentally [63] and described further below.

Since the construction can be a saddle point with respect to breaking of the overall twin symmetry we need to include an addition clarification. If a particular structure can be (at certain sizes) the lowest possible energy configuration, we will refer to it as a globally thermodynamic structure. If, however, it is only a local minimum when all the twin segments are the same, we will use the term constrained thermodynamic structure.

The most common example of the modified Wulff construction for face-centered cubic (fcc) materials occurs when only the \{111\} and \{100\} surfaces are low energy, in which case one obtains the shape shown in figures 14 and 16(a). One feature which makes this different from most shapes is the presence of a re-entrant surface at the twin boundaries, different from single crystals which are always convex. In their early atomistic work Cleveland and Landman coined the term ‘Marks Decahedron’ for this, which has now become a generic term frequently appearing without citation.

The term Marks decahedra has become common in the literature, but is only one example and the construction is more general than commonly used in the literature. If the free energy of the \{100\} facets is decreased such that $\gamma_{111}/\gamma_{100} > 2/3$, these notches disappear and the particle elongates to a rod-like shape similar to that first investigated by Ino [39–41] (see figure 16(b)). This is a constrained thermodynamic structure, not a global minimum. If instead the \{100\} energy is increased and is much larger than the \{111\} energy ($\gamma_{111}/\gamma_{100} \ll 1$) the \{100\} faces no longer appear in the minimal energy shape, and the result is a star decahedron (figure 16(c)), similar to those found in several cases [119]. This is a plausible global thermodynamic structure. Addition of \{110\} facets will lead to more rounded structures, as will inclusion of other higher-index surface facets if these are of low...
enough surface free energy although these are always higher in energy than single crystals. In general a combination of \{1 1 0\} and \{1 1 1\} is a global thermodynamic structure.

For the icosahedral particles the possibilities are more limited. If \{1 1 1\} surfaces dominate one has the conventional icosahedron as shown in figure 17(a). There will be marginal stability if \{1 1 0\} surfaces dominate which yields a regular dodecahedron as shown in figure 17(b), and there can be intermediate cases as also shown in figure 17(c).

With clean surfaces the twin-boundary energy is small compared to the surface free-energies and can be taken as zero to first order, in which case the origins $O_m$ are common. This approximation, i.e. ignoring the changes in shape due to the twin but still including the energy contribution, is accurate to second-order in the energy [63, 65], and the difference in the shape will be below experimental error for vacuum or inert gas evaporation experiments. For solvent-based growth the surface free energies may be substantially lower and this leads to re-entrant surfaces at the disclination line for both Dh and Ic, as sometimes observed experimentally [116] and outlined in previous publications [63, 65]; for experimental examples see figures 16(c) and 17(d).

Values of $\varepsilon_W$ for a few different particles with only \{1 1 1\} and \{1 0 0\} facets are given in table 1 [42, 63, 65] with the term $\beta$ parameterizing the relative surface free energies given by

$$\beta = 1 - \frac{\gamma_{100}}{\sqrt{3} \gamma_{111}}$$

For clean fcc metals the surface free energy of \{1 0 0\} is larger than that of \{1 1 1\}, so based just upon the surface energies, the Ic is lowest followed by the Marks decahedron then single crystals. The difference between single crystals and LTPs is so small that they can coexist and it is unlikely that LTPs will transform to the (lower energy) single crystals in most experimental conditions. Some other shapes such as a Dh with just a single (1 0 0) truncation (Ino Dh) as well as a pentagonal bipyramid with only \{1 1 1\} facets ((1 1 1) only Dh) are included in the table—these are always energetically unfavorable for typical values of the \{1 0 0\} and \{1 1 1\} surface free energies.

---

**Figure 16.** Different cases for Dh in three columns (a)–(c) with different ratios of the \{1 1 1\} and \{1 0 0\} surface energies. Shown at the top is the single segment, below the particle down the common [0 1 1] direction and below from the side. Experimental images are shown below, on the left reproduced with permission from [114], copyright 2014 J Wiley and Sons, in the middle reproduced with permission from [115], copyright 2012 Royal Society of Chemistry, and on the right [116], courtesy of M J Yacaman.
If the \{100\} surface energy is low a rod shaped Dh will be a constrained thermodynamic shape, never a global minimum. These shapes as well as the Ino Dh and tetrahedra are always higher in energy, explaining them by global thermodynamics is a scientific urban myth.

A few more complex shapes are included in the table with are sometimes observed experimentally. One set of structures included are asymmetric particles as illustrated in figure 18; the portioning of the twin boundary energy does not have to be equal. There are relatively few reports of these particles in the literature. Sometimes they may be missed with the eye drawn more to the symmetric variants, or they may not have a true stability—at best they are constrained minima. They have intermediate surface energies, as shown in table 1.

There are also many more complex particles which were originally termed polyparticles. If we again assume a constraint that the twin boundaries cannot be eliminated there are many more ways to assemble structures which are local minima, not necessarily global minima. One of these is a Bi-Ic where five segments are shared between two Ic, see figure 19; a different example shown in figure 20 which was observed in very rapidly quenched gold nanoparticles [120]. These more complex particles were first described by Komoda [45] and then analyzed in some detail by Smith and Marks [47]. They can be described as larger scale analogues of the polytetrahedral structures first considered by Hoare and Pal [48, 121, 122]. They have been rediscovered in the literature many times.

We can generalize for when Ic and Dh are lower in surface energy than single crystals. From solid geometry the total surface energy can be written, (ignoring the twin boundary contribution) in terms of the parameterization of the \{100\} and \{111\} surface energies.

\[
\varepsilon_w = \left[ \frac{9}{\gamma_{111}} (N_1 S_1 + N_2 S_2) \right]^{\frac{1}{3}} \tag{18}
\]

Where \(S_1\) and \(S_2\) are the integrated total surface free energies of the two regions \(R_1\) and \(R_2\) of the stereographic triangle in figure 21, and \(N_1\) and \(N_2\) the numbers of each of these regions in the different types of particles. For a single crystal and LTPs \(N_1 = N_2 = 48\); for a Dh \(N_1 = 60\), \(N_2 = 40\) and for an

---

**Figure 17.** SEM images, in (a)–(c) and d) in B₆O, showing different types of Ic, a regular icosahedron with \{111\} facets in a), a dodecahedron with \{110\} in (b) and a combination of \{111\} and \{110\} in (c). In (d) the re-entrant surfaces at the twins are evident, indicating that the twin boundary energy is relatively large. Figures (a)–(b) [116], courtesy of M J Yacaman, (c) is reproduced with permission from [115], copyright 2012 Royal Society of Chemistry, and (d) from [117], copyright 1998 Nature Publishing Group.

**Table 1.** Values of \(\varepsilon_w\) for a few different particles with only \{111\} and \{100\} facets in terms of the parameterization of the \{100\} and \{111\} surface energies.

<table>
<thead>
<tr>
<th>Particle</th>
<th>(\beta = 1/3)</th>
<th>(\beta = 5/12)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1 1 1) Tetrahedron</td>
<td>7.206</td>
<td>7.206</td>
</tr>
<tr>
<td>(1 1 1) Octahedron</td>
<td>5.719</td>
<td>5.719</td>
</tr>
<tr>
<td>(1 0 0) Cube</td>
<td>6.928</td>
<td>6.062</td>
</tr>
<tr>
<td>Single Crystal</td>
<td>5.499</td>
<td>5.271</td>
</tr>
<tr>
<td>LTP with m twins</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(m = 1)</td>
<td>5.500</td>
<td>5.272</td>
</tr>
<tr>
<td>(m = 2)</td>
<td>5.500</td>
<td>5.273</td>
</tr>
<tr>
<td>(m = 3)</td>
<td>5.501</td>
<td>5.274</td>
</tr>
<tr>
<td>(m = 4)</td>
<td>5.502</td>
<td>5.275</td>
</tr>
<tr>
<td>Marks Dh</td>
<td>5.436</td>
<td>5.243</td>
</tr>
<tr>
<td>Ino Dh</td>
<td>5.593</td>
<td>5.281</td>
</tr>
<tr>
<td>(1 1 1) only Dh</td>
<td>6.192</td>
<td>6.192</td>
</tr>
<tr>
<td>Ic</td>
<td>4.899</td>
<td>4.899</td>
</tr>
<tr>
<td>Bi-Ic</td>
<td>5.051</td>
<td>5.051</td>
</tr>
<tr>
<td>Asymmetric Twin</td>
<td>N/A</td>
<td>5.272</td>
</tr>
<tr>
<td>Asymmetric Dh</td>
<td>N/A</td>
<td>5.256</td>
</tr>
</tbody>
</table>
Ic \( N_1 = 120, N_2 = 0 \). Hence so long as the average surface energy of region 1 is less than that of region 2, MTPs will have lower total surface energies. That MTPs are only stable when the \{1 1 1\} surface energy is small is an urban myth—this is a sufficient but not necessary condition. For instance, if only \{1 1 0\} faces are present the values of \( \varepsilon_W \) are almost the same for a single crystal (rhombic dodecahedron) and icosahedron (dodecahedron) at 5.345 and 5.312 respectively times the ratio \( \gamma^\gamma_{110}/\gamma_{111} \).

While the modified Wulff construction has proved to be successful in rationalizing some observations, most notably for the Dh with re-entrant surface in the thermodynamically lowest-energy shape, it does not explain everything. Perhaps the simplest shortcoming is a pentagonal biprism with only \{1 1 1\} facets. While these were described in the original papers on MTPs [39–41] no thermodynamic argument will give their shape as a minimum-energy configuration—that they are a minimum-energy shape is a common misconception. Other shapes cannot be explained, such as sharp bipyramids, which have been synthesized using various protocols [123–125] as well as truncated bitetrahedra, triangular platelets, and Dh rods, see for instance figure 2. In many papers these have been loosely attributed to ‘kinetics’; we will return to this in section 4.

3.4. Other variants

While the Wulff, Winterbottom and modified-Wulff are the three most common cases, there are some others which will be briefly described in this section.

3.4.1. Alloy wulff construction. The addition of a second element makes the structures of bimetallic nanoparticles more complex than their monometallic counterparts. The two elements can be phase separated as in core-shell structures [126–128], chemically ordered [129–131], have Janus [132, 133] structures, or the two species can be randomly

Figure 18. Asymmetric solutions, on the left in (a) for a LTP and on the right in (b) for a Dh.

Figure 19. Somewhat old HREM images of a bi-icosahedron on the left in (a), with a model of the structure showing the shared decahedral unit in blue on the right in (b).
mixed with complex segregation [134–136]. For large sizes segregation of one species to the surface to reduce the surface free energy is straightforward, and has been extensively studied for flat surfaces. However, in a nanoparticle there is an additional contribution as removing atoms from the bulk to the surface changes the total energy contribution of the bulk. This cannot be ignored, especially when the number of bulk and surface atoms are comparable. This is also a constraint upon the composition, an additional Lagrangian variable in the formulation for the minimum energy of the nanoparticle.

This leads to a slightly different form of the solution, namely

$$\frac{\gamma_{\ell(c)c\ell}(c\ell,c\ell,...)}{\Lambda - \Delta G} = h(\omega)$$ (19)

Where an additional term has been introduced to account for the bulk dealloying terms. This form is described in more detail in [137], and leads to a size dependence of both the segregation and the shape, see figure 22 where the ratio of the distances to \{111\} and \{100\} facets is plotted as a function of the overall gold concentration for three different particle sizes. While there is relatively little experimental and computational data as yet, overall it appears to be quite consistent with the predictions of this model [138].

It worth mentioning that the entropy of mixing plays a role in bimetallic/alloy systems—the free energy has contributions from both enthalpy and entropy. At low temperature, the contribution from entropy of mixing is minimal, so the enthalpy term dominates. However at high temperature, the entropy of mixing will dominate and will drive the particle towards homogeneity. Therefore, surface segregation is temperature dependent and is more significant at lower temperature. One caveat we note here is that experimental results often represent quenched structures and surface ligands are known to have effects on surface segregation [139].
3.4.2. Surface excess case. A second case is worth mentioning, what happens if there is a surface excess of a given species which does not alloy with the bulk. For instance, there is evidence that the surfaces of strontium titanate nanocuboids depend upon the synthesis conditions as shown earlier, and can be either strontium oxide terminated or have titanium dioxide rich double-layer surfaces [85]. The minimum energy shape involves an additional constraint that the excess of (for instance) TiO$_2$ integrated over the surface is a constant. Similar to the alloy Wulff case, this will lead to a slightly different solution and it is easy to show that it will take the form:

$$
\gamma_d(C_1, C_2, \ldots, C_n) - \mu(C_1, C_2, \ldots, C_n) = h_{00}/\lambda
$$

(20)

where the chemical potential is now generalized to be a function of surface compositions $C_1, C_2, \ldots, C_n$ and there is an implicit constraint on the total surface excess set in most cases by the growth conditions.

In many cases the chemical potential will be set by the external medium. An interesting possibility exist if there is equilibration between different faces, but they have different chemistries. To date this has not been measured to our knowledge at the nanoscale, but should be possible with modern transmission electron microscopes. We will predict that surface chemical differences are common, for instance in oxide supports used in heterogeneous catalysts.

3.4.3. The effect of size dependent strain. When the size of the nanoparticles is small enough, the additional terms that neglected earlier have to be included, which will lead to deviations from the Wulff construction (e.g. [140]). Exactly where this takes place has been debated for many years, and probably depends upon the material and the calculation method. As a caveat, in some cases the rigorous Gibbs equimolar partitioning of the nanoparticle has not been performed outside the surface, and this is needed to properly achieve the transition from atomistic to continuum models [59, 60], so the magnitude of the deviations may be exaggerated.

The best known example of a size effect is the lattice contraction of small particles driven by the surface stress. Assuming for simplicity a homogeneous strain and an isotropic surface stress (which will be a good approximation for a cubic material), there is a fractional change in lattice parameter $\Delta a/a$ for a spherical particle given by

$$
\frac{\Delta a}{a} = -\frac{4gK}{3R}
$$

(21)

where $K$ is the compressibility and $R$ is the radius. This has been extensively analyzed in the literature (e.g. [141–163]), and is typically a few percent for particles of 5 nm radius and normally (but not always) a contraction. Shown in figure 25 is data for Ag$_3$Sn which shows a contraction [163] whereas anatase TiO$_2$ shows an expansion [161]. We note that sometimes the lattice contraction is considered with a surface free energy in the equation above rather than the surface stress; this is not correct.

The above is for the homogeneous strain, which will be the leading term, but there are inhomogeneous strains as the surface stress tensor will be crystal face dependent. There have been a few recent measurements of these spatially resolved details of the additional inhomogeneous strains, e.g. [83, 164–173], using coherent diffraction imaging methods. These are generally consistent with the conventional models of surface stress effects although they also see strain due to the substrate, see for instance figure 24. In this figure the inhomogeneous component for a lead particle has an expansion at the surface except along [111], and there is a local compression at the interface to the silica support shown in blue. Whether the lattice parameter contracts or expands both globally and locally depends upon the material as well as chemisorption, the latter being particularly important. This area is still developing, and from the current literature it is not clear whether models and experiment are in complete agreement.

A second case is well known for epitaxial nanoparticles on a substrate. For the growth of semiconductors at a slightly larger scale (typically 50–500 nm particles) the literature is large and there is generally good agreement between models where the elastic deformation of the nanoparticles, the surface stresses and the misfit stresses at the interface are all included; see for instance [79, 81, 174–186] and references therein. The thermodynamic minimum energy shape minimizes not only the external surface energy but also the interface strain energy so will deviate from the Winterbottom shape [187–189], and it may also be important to include line energy terms for the vacuum/substrate/nanoparticle three-phase interface (e.g. [190–192]). An example of this is shown in figure 25 where the results indicate a size-dependent Wulff shape. The authors [190] attributed this to the triple-junction line tension having a role at very small sizes although it is not clear to us whether this might not be a consequence of misfit strain. For completeness, we should mention that it has been known since the early work on epitaxy that nanoparticles often nucleate at steps, so there can be further deviations away from the Winterbottom shape as recently pointed out by Gao et al [193].
Overall the topic of coupling strain to the shape of nanoparticles is relatively mature with good predictive models and literature available.

4. Kinetic shapes

The various Wulff constructions yield the equilibrium shape. However, it is not clear that many experimental nanoparticles are synthesized or treated afterwards such that they reach equilibrium. Instead the shape is a consequence of kinetic growth. While there are similarities and the two are frequently confused they are fundamentally different. The fact that kinetics matter particularly for solution growth has been known for a long time, for instance in the early work of Berg [194] and the detailed review and analysis of different terms by Bircumshaw [195], both of which cite even earlier literature. There is also an extensive early literature for flat crystal growth, for instance the work of Volmer [196] and Burton et al [197]. The kinetic models that will be described in the following sections are excellent for predicting nanoparticle shapes qualitatively and in principle quantitatively, although the necessary parameters for the later are not well measured in much of the current literature.

To aid in the analysis, it is useful to break down the processes taking place during growth by considering three regions as illustrated in figure 26. Far from the particle one has Region I with some concentration of the relevant materials, dictated by the environment. Around the particle is Region II which includes atoms that interact directly with the growing nanoparticle, both via being chemisorbed onto the surface and as part of complexes. Lastly there is Region III composed of terraces of steps on the surface of the nanoparticle which grow by the attachment of atoms from Region II. There will be a net flux of atoms from Region I $\rightarrow$ Region II $\rightarrow$ Region III.
Diffusion limited growth occurs when the controlling term is diffusion in Region I to Region II, with atoms attaching very rapidly to Region III as they arrive. This limit typically leads to complex patterns such as snowflakes with dendritic or similar structures; the topic has been well described in the literature and will not be discussed further here.

Interface limited growth is more important for shape controlled nanoparticles, and is when atoms moving from Region II to Region III is rate limiting. If the size is small enough, as atoms are added the cluster will be flexible and the atomic arrangement can change. Above some size this will not be energetically possible, and the particle then acts as a seed for further growth. While there may still be some changes of the internal structure, this will be the exception.

The controlling terms are the nucleation of a small monatomic terrace on an existing flat facet, and the growth of this terrace across the facet, Region III. If nucleation is fast relative to the growth across this leads to rough surfaces. Flat surfaces occur when the nucleation is relatively slow. Making the simple approximation of a circular single atomic high terrace of radius $R$ and introducing an edge energy $\gamma_e$ per atom the total energy of the terrace can be written as

$$E = \pi R^2 \Delta \mu N_S + 2\pi R \gamma E N_E$$

(22)

Where $\Delta \mu$ is the chemical potential change per atom (negative for growth) for addition to the nanoparticle versus being in Region II, $N_S$ is the number of atoms per unit area of the terrace and $N_E$ the number of atoms per unit length of step. Remembering that the chemical potential is negative, this has the classic form of a nucleation barrier as illustrated in figure 27. The height of the nucleation barrier depends upon the step energy and the chemical potential relative to the external media. From classical nucleation theory the rate of formation of a terrace above the critical size $R_C$ is given by

$$\text{Rate} = f_0 \exp\left(\frac{-\Delta E}{k_B T}\right)$$

(23)

where $f_0$ is the attempt frequency of an atom to add to the terrace and $\Delta E$ is the nucleation barrier which for a 2D terrace gives a critical nucleus size of

$$R = -\gamma N_S / \Delta \mu N_E$$

(24)

and an activation energy barrier of

$$\Delta E = -\pi(N_S \gamma_e)^2 / N_E \Delta \mu \sim -\pi(\gamma_e)^2 / \Delta \mu$$

(25)

As an estimate, if we use a broken bond model and take the bulk cohesive energy as 4 eV per atom, for a \{111\} surface...
\( \gamma_c \sim 2/3 \) eV. If we are dealing with gas phase deposition the chemical potential of an adatom will be around (in eV)

\[
\Delta \mu = -3 + k_BT \ln[c]
\]

with \([c]\) the concentration of atoms in Region II that can add to the terrace. If the deposition rate is fast then the critical nucleus may be only 2–3 atoms, in which case there can be multiple terraces on any given facet and the growth will tend to lead to relatively rough surfaces. With slow deposition the concentration in Region II will be small, via the concentration, and the critical nucleus could be 1 nm in radius, in which case it is unlikely that multiple terraces will be present on any surface and the growth will be layer by layer.

For solution growth, the concentration in Region I is relatively high, typical solutions are in the mM regime. The concentration in Region II will depend upon surfactants as well as other factors such as chelation of neutral metal species. In quasi steady-state, the chemical potential change driving force of the metal in solution, Region I (which will be the same as that in Region II) will be small because only weak reductants such as citric acid are used. We should note that for many solvent syntheses of nanoparticles the typical size of 3D nuclei in the initial stage of the reaction is 1–2 nm (e.g. results from \textit{in situ} scattering experiments and kinetic modelling [23, 198–214]); it is straightforward to show that this has to be about the same size as that of the critical radius for a terrace. For completeness, as the reaction proceeds the concentration of the metal in solution drops so the chemical potential driving force will become even smaller, a point we will return to in section 4.3.

Once nucleated, this layer will grow laterally with a rate which will also be influenced by the concentration in Region II. The net result is a velocity for the growth of any given facet \(v_i\) which is essentially independent of the particle size (except, perhaps, for very large particles). Fast growing facets will not appear in the final shape, only the slowest growing ones will be present. This leads to a steady-state or Lyapunov stable solution for a single crystal as the shape \(S_K\) given by:

\[
S_K = \{ x : x \cdot \hat{n} \leq \lambda(t)v(\hat{n}) \ \text{for all unit vectors} \ \hat{n} \} \tag{27}
\]

I.e. the shape corresponds to the inner envelope of planes normal to

\[
h_i(t) = \lambda(t)v_i \tag{28}
\]

This is called the ‘kinetic Wulff construction’ and is deceptively similar to the Wulff shape with the difference that growth velocities \((v)\) rather than the surface free-energies \((\gamma)\) determine the shape. In some cases the shapes may be very similar or identical as indicated in figure 2, but there is no reason that they should be.

A clarification is appropriate on the meaning of the term ‘Lyapunov stable solution’ here. The growth shape of a single nanoparticle is determined by a set of differential equations for each face, plus local fluctuations in the reactants in solution or the arrival of gas phase atoms. This is analogous to water flowing downhill with some friction. While on average the water takes the fastest route downhill, there will be variations about this path. Similarly the kinetic Wulff shapes are the average shapes for many nanoparticles but there will be some distribution of shapes, similar to the distribution of paths individual water molecules take. This distribution of shapes has a physical meaning in terms of the magnitude of, for instance, fluctuations in the local concentrations. For completeness, there does not have to be stable solutions to a set of differential equations, and on can have unstable solutions where there is no steady-state solution. We are using the term Lyapunov stable solution for the cases where there is a stable solution to which the shapes will tend to converge in the limit as the particles grow infinitely large. Furthermore there does not have to be just one such solution, there can and often are more than one not just for different seeds but even with a single seed type.

Shape control of nanoparticles in most cases occurs via changing the relative growth rates of different faces, a classic example being the formation of Dh rods by suppressing growth of \(\{100\}\) facets [215]. While one expends a trend that higher chemisorption energies lead to reduced nucleation rates, it need not be quite that simple; how readily an atom detaches from a complexed state either in a surfactant around the nanoparticle or when on the surface may also be important. It is worth pointing out that surfactants may also change the edge energies, and this could be the rate limiting step; surface energies factor out of the activation energy. We believe that these possibilities merit more attention than they have been paid in the existing nanoparticle literature.

Every different thermodynamic Wulff construction mentioned in the previous section has a corresponding kinetic Wulff shape. However, before proceeding further one other term needs to be included.

### 4.1. Kinetic enhancement at certain sites

In addition to flat surface, many particles contain twins and the thermodynamic shape has re-entrant surfaces. This leads to an important additional term with enhanced growth at the twin, a well-established effect (e.g. [216–221]). As shown in figure 28, atoms adding to a re-entrant twin bridge across the twin boundary so have more bonds to the substrate. From density functional calculations it is easy to show that the edge energy for a line of atoms at a twin is essentially zero [67]. Reformulating the nucleation problem of equation (19) for a semicircle similar to Gamalski et al [222] yields

\[
E = \frac{1}{2} \pi R^2 \Delta \mu N_0 + \pi R \gamma_N F
\]

which has the same critical radius and half the nucleation barrier as shown schematically in figure 27. This leads to an effective enhancement factor for the growth of facets which are re-entrant in the thermodynamic shape, so in general they will not appear. (The exception would be if there is preferential chemisorption of species at the twin boundary, which is distinctly possible.) The importance of twins in the growth of shape controlled nanoparticles was discussed in some depth by Lofoton and Sigmung [221], although it appears that they were unaware of some of the earlier work on the thermodynamic shapes and the disclination strain field.

For the specific case of MTPs, there is also a disclination along the five-fold axis. It is well established that there can
be faster growth at a screw dislocation; it is possible that the same occurs at the disclination although to our knowledge there are no specific calculations of this in the literature so this is currently just a reasonable hypothesis.

Every thermodynamic variant of the Wulff construction discussed in section 3 has a kinetic equivalent, including those for twinned particles. Both the thermodynamic and kinetic Wulff shapes as well as the Winterbottom kinetic form have been extensively studied in the literature for single crystals, e.g. [5, 66, 68, 102, 223–238]. In some cases software is available to calculate these shapes, for instance for an isolated nanoparticle or with a support [106]. Combining the kinetic enhancement with the modified Wulff construction for twins [239, 240] leads to a large family of shapes as a function of where the growth is enhanced which are illustrated for just \{111\} and \{100\} facets in figure 29 for an LTP with one twin boundary. In figure 29(a) just twin enhancement will lead to hexagonal platelets; in (b) growth at the re-entrant surface triangular bipyramids and in (c) faster growth at both triangular platelets. Additional shapes are the regular icosahedron as well as the pentagonal bipyramid. While the icosahedron is also the thermodynamically stable shape, as first pointed out by Ino almost fifty years ago the pentagonal bipyramid is not. One of the major successes of this model is that it can correctly predict the formation of these commonly observed particles.

Figure 28. Explanation of enhanced growth at a re-entrant twin. The atoms in a terrace that terminates at the twin place can bond to those on the other side, so the effective line energy is almost zero.

Figure 29. Kinetic shapes for a LTP. In (a) with just enhanced growth at the twin one has hexagonal platelets, in (b) with faster growth at the re-entrant surface truncated triangular bipyramids and in (c) with both triangular platelets. In all cases on the left is a side view, on the right a view down [111].
thermodynamics. There is nothing that says that one type of particle should suddenly stop growing while others do—this would require exchange of atoms between the particles. The only way a particle is likely to change shape is if there is an injection of sufficient energy by some means such as heating or coalescence to provide the activation energy for a transformation. Without this very large MTPs are possible, and occur in practice well beyond any size when they are lower in energy than single crystals.

4.2. Convex shapes: the berg effect and the external solution

All the thermodynamic and kinetic Wulff constructions lead, for each single crystal subunit, to a convex shape, i.e. all the angles are less than 180 degrees. However, in experiment one can grow nanoparticles where part of the surface is concave, see for instance figure 30 [241] for concave silver octahedrons. One explanation for this is the Berg Effect [194, 242]. In this the local concentration at the corners is higher than at the center of a facet, which can lead to self-similar shapes that are not convex. There has been some recent more mathematical analysis of this which implies that it depends upon a relatively fragile balance of the different growth terms [243]. This is a little inconsistent with most experiments—although there may be cases where it will occur one would not expect it to be a stable solution and instead be unstable leading to diffusion controlled growth of more complex shapes.

There is another explanation which does not seem to have appeared in the literature for discrete nanoparticles although it has been analyzed in some detail for a slightly different case [236–238, 244]. In the kinetic Wulff shapes the external surface is dominated by the slowest growing surfaces, which are moving away from a common Wulff point. During coalescence of nanoparticles and voids there is growth in towards a Wulff point as illustrated in figure 31 [238]. The kinetic shape of the void is determined by the fastest growing facet, as the velocity is negative. The void is convex, the surface of the crystalline material is concave, and the Wulff point is outside the crystal.
It is possible that for some set of directions, instead of having the Wulff point inside the crystal it lies outside, and there are a set of such external Wulff points for all angles or some combination of external and internal Wulff points. One case illustrated in figure 32, which shows schematically in (a) the external (convex) Wulff solution for just \{210\} facets and in (b), the concave structure from six external Wulff points of which four are shown in (c). Note that similar to the re-entrant twin case, it will be easier to nucleate a new layer at the concave vertex. Hence this shape may grow faster than the one with a convex external shape. There is evidence for this type of morphology both for single crystals as well as MTPs, see for instance figure 33 for Dh taken from [245] and also references [246–253]. We strongly suspect that many cases where the Berg Effect has been invoked to explain locally concave shapes may instead be this second class of solutions. For completeness, whether these are true locally stable solutions or just metastable ones requires more study, although

Figure 31. (a) Schematic diagram showing the principle of morphological evolution for convex (toward the upper right) and concave (toward the lower left) growth fronts. The convex growth front will be dominated by the slow-growing facets while the concave growth front by the fast-growing facets. (b) Schematic of an annular ring opening, which produces both inward concave and outward convex growth fronts. SEM images of GaN SAG mesas grown out of an annular ring opening on (c) c-plane (0001), (d) semipolar (1122), and (e) nonpolar a-plane (1120) GaN surfaces. (f) Schematic hexagonal lattice showing the c-plane (0001), nonpolar a-plane (1120), and semipolar (1122). Reproduced with permission from [238], copyright 2011 AIP Publishing LLC.

Figure 32. Illustration for a cubic material if \{210\} growth dominates, in (a) for the external kinetic Wulff, in (b) for the internal kinetic Wulff with also \{210\} facets in (c) the exterior Wulff centers for the structure shown for (b), a slice through the central plane.
we suspect that with enhanced growth at the re-entrant corner they will be locally stable.

4.3. Other cases: symmetry breaking, corner rounding and friends

The external and internal kinetic-Wulff solutions are both Lyapunov stable although the internal may transition to the external case. The full Wulff construction in all cases will have the crystallographic symmetry of the material of interest, but the nanoparticle does not have to—this is not a necessary condition for a stable solution. For instance, if one starts with a seed which has a tetrahedral shape it can continue to grow as a tetrahedron even for a crystal structure which has inversion symmetry. This rationalizes the observation of tetrahedral in some syntheses, although we acknowledge that there are some subtle issues with the stability of such growth which merits further mathematical analysis.

A related issue arises at the edges and corners since, as mentioned in section 2 the chemical potential can be nominally singular. Experimental measurements indicate that corners are not necessarily sharp, and can be rounded with a local radius of curvature which is independent of the size of the nanoparticles except at very small sizes [67], see figure 34 as well as many of the other figures in this review and in the literature. The explanation of this is that for very sharp corners the local chemical potential would be greater than that of the atoms in the solution used to grow the nanoparticles, so they cannot occur. In addition, at very small sizes it will not be possible to nucleate a new ledge on a small facet as there

![Figure 33. SEM images of Decahedral MTPs with slightly different concave surfaces rather than \{111\} facets. Reproduced with permission from [245], copyright 2012 Royal Society of Chemistry.](image)

![Figure 34. Top row, Dh with rounder corners and bottom row, truncated bipyramids. In all cases the scale bars are 50 nm. The radius of curvature is approximately independent of the nanoparticle size. Other images in this manuscripts and the literature also show rounding, although very little attention has been paid to it so far.](image)
is insufficient area. Instead a steady-state solution will only be possible for a shape which already has steps where atoms can add, i.e. a locally rounded corner or edge with a radius of curvature which is about the same as that of a 3D critical nucleus. As mentioned at the beginning of section 4, towards the end of an aqueous synthesis the critical radius for a terrace and a 3D nucleus will be somewhat large, hence the rounding can be quite large as shown in figure 34. More attention to the experimental shapes of corners and edges in the future would be informative.

4.4. Mixed growth

The thermodynamic and kinetic Wulff constructions are the limits of very fast and very slow exchange of atoms between different surfaces respectively. Since the exchange of atoms depends upon the difference in the weighted mean curvature, in the presence of some exchange an approximate solution will be:

\[ h_i(t) \approx \lambda(t) v_i + \zeta(t) wmc(h_i) \approx \lambda(t) v_i + \eta(t) \]  

(30)

Where the vector of weighted mean curvatures and weighted surface free energies have been defined earlier, and \( \zeta(t) \) and \( \eta(t) \) are scalar functions of the time. These shapes would then be a mixture of the two classes of Wulff constructions. One probable example of this is shown in figure 35 for Pd nanoparticles grown in PVP using citric acid as a reductant where there is a transition from sharp decahedral bipyramids (kinetic control) at higher concentrations of PVP to ones with re-entrant surfaces (thermodynamic control) at lower concentrations [254]. To what extent this is a general phenomenon is unclear since it is often hard to generate from nanoparticle synthesis parameters and reported experimental data the relative role of kinetics and thermodynamics—more work is needed. The same conclusions holds for hydrothermal growth which we suspect is often under mixed control rather than either alone.

5. Strain in MTPs

5.1. General character of the strain in MTPs

As illustrated in figure 36, MTPs are not space filling but have a 2D angular gap for the Dh and ten of these for the Ic. They have to be deformed by ~2% for the Dh and ~6% for the Ic to form space-filling structures. In the original paper by Ino it was proposed that this was an inhomogeneous strain although for simplicity a simple homogeneous strain was used in the first energy calculations [41]. Apparently unaware of this work, de Wit pointed out that the Dh was an example of a disclination [255] which was approximately extended to three dimensions by Yoffe (described in [64]) for an Ic. More complex analytical solutions have also been given by the group of Romanov and co-workers [4, 256–265] and numerical solutions using finite element methods have also appeared [266–268], as well as comparable inhomogeneous strains in larger scale molecular dynamics calculations [269] and earlier atomistic papers [59].

A brief digression is useful to explain the strain in these particles. The standard approach is to consider these via the displacements \( u_x(r), u_y(r), u_z(r) \) along the \( x, y, z \) axes respectively, all functions of position \( r \). The strain tensor \( e_{ij}(r) \) then correspond to the derivatives of these with respect to \( x, y, z \), i.e. the three normal strains

\[ e_{xx}(r) = \frac{\partial u_x(r)}{\partial x}; \quad e_{xy}(r) = \frac{\partial u_y(r)}{\partial y}; \quad e_{xz}(r) = \frac{\partial u_z(r)}{\partial z} \]  

(31)

and the three shear strains

\[ e_{xy}(r) = \frac{\partial u_x(r)}{\partial y} + \frac{\partial u_y(r)}{\partial x}; \quad e_{xz}(r) = \frac{\partial u_x(r)}{\partial z} + \frac{\partial u_z(r)}{\partial x}; \quad e_{yz}(r) = \frac{\partial u_y(r)}{\partial z} + \frac{\partial u_z(r)}{\partial y} \]  

(32)

Less commonly used are the rotations, which are defined as
Ino analyzed the strain in a Dh and Ic using the normal and shear strains only and taking these as constants; he was aware that this was an approximation which gave results for the strain energy larger than the true energy. De Wit assumed that the Dh was cylindrical, then described the deformation in cylindrical polar co-ordinates $\rho \phi z$, using a rotation $\omega_r$ and a radial normal strain $\epsilon_{\rho\rho}$. This leads to the displacements

$$u_r(r) = \frac{1 - 2\nu}{2(1 - \nu)} \epsilon_{\rho\rho} \ln(r/R) - \epsilon_{\rho\rho}/2 \tag{34}$$

$$u_\phi(r) = \rho \epsilon_{\rho\rho} \tag{35}$$

and a cubic dilatation, the local volume change of

$$\Delta(r) = \frac{1 - 2\nu}{2(1 - \nu)} \epsilon_{\rho\rho}(2 \ln(r/R) + 1) \tag{36}$$

with stresses

$$\sigma_{rr} = 2G \epsilon_{\rho\rho} \ln(r/R) \tag{37}$$

$$\sigma_{\phi\phi} = \frac{G \epsilon_{\rho\rho}}{(1 - \nu) \ln(r/R) + 1} \tag{38}$$

and $G$ the shear modulus, $R$ the particle radius and $\nu$ Poisson’s ratio. At the outermost surface there is an expansion ($\Delta(r) > 0$), in the center a compression with no overall change in the volume. Compared to the simpler homogeneous strain approach, the energy to close the angular gaps is about a factor of two smaller. The same general conclusions apply to the Ic which can be considered as a number of disclinations, one for each five-fold axis, leading to a total strain energy which is about twenty times that of the Dh.

Both the homogeneous strain approach of Ino and the cylinder of de Wit are approximations. In general with a more complex shape there will be a combination of both rotational and other strains to remove the angular gaps.

Going beyond these simpler approaches by analytical methods for the more complex shapes found experimentally is somewhat intractable, but can be done numerically using finite element methods. An important point was made by Johnson et al [266] that one has to take account of elastic anisotropy, which is large in metals such as silver or gold. In addition to this simple approximations of a cylinder or a sphere for nanoparticles are pragmatic but not accurate. An example of more general results for the stresses [267] is shown in figure 37, with more accurate models for the external shape. The figure shows both the Von Mises stress, which is an indicator of how likely it is for dislocations to form as well as the strain energy density for a sharp Dh and one with $\{111\}$ notches, with regions where these are large indicated. For the sharper Dh there are higher stress and energy densities in the center of the segments whereas they are both much closer to constant when notches are introduced as this leads to a shape closer to a circle in projection and the de Wit disclination result. For the Ic with the simplest perfect icosahedron shape there are also noticeable local variations with stress concentration in the center of the segments as shown in figure 38.

There are also be variations in the strain with the external shape of the particle. For instance as shown in figure 39 via the Airy stress function, with long rods in the center the strain converges towards the de Wit solution, differing at the ends. This could be experimentally measured, although we are not aware that it has been done as yet. Because of the change with shape there will also be energy differences and a coupling, at least in principle, of the thermodynamic shape and the strain as shown in figure 40. As a broad generalization, the strain energy density is smallest for the shapes with only $\{111\}$ facets, and is larger when the aspect ratio increases. In the spirit of predictive models, a brief explanation of this is relevant.
The total strain energy can be calculated via either an integral over the total volume, or by integrating the forces on the angular gaps needed to close them and the distance moved. Using the later, the total energy will be smaller the larger the notches are, i.e. the smaller the total twin boundary area is.

There can also be a coupling between the strain and the surface structure; as shown in figure 41. In these experimental results the reconstruction on the (100) surface of a silicon Dh is slightly different due to the strain field as evidenced by direct in situ growth [270]. As a caveat, we do not expect this to dominate the growth of nanoparticles in general, but there might be special cases.

5.2. Alternatives to inhomogeneous strain

An alternative approach to an elastic strain which was first described by Bagley [271] and developed further by Yang et al [272] describes MTPs as body-centered orthorhombic (Dh) or rhombohedral (Ic) units. The later work was based upon analyses of electron diffraction patterns, an approach recently re-emerging in an x-ray diffraction analysis [269]. Unfortunately these analyses contains an error in interpretation that has propagated in the literature.
For any material with an inhomogeneous strain field, the strains and rotations as a function of position $e_{ij}(r)$ can be expanded as a Taylor series about any point as:

$$e_{ij}(r) = e_{ij0} + e_{ij} \cdot r + \nabla \cdot e_{ij}(r - r_0) + \ldots$$

The first terms are the homogeneous strains and rotations, the next ones the inhomogeneous terms. Any diffraction experiment using electrons, x-rays or other radiation only measures the average value over the volume of the illuminated region (unless inversions of coherent diffraction is done as discussed in section 3.4.3 and shown in figure 24). In general the inhomogeneous components vary both in magnitude and sign from point to point, so the leading term is always the homogeneous component. Even with images using modern aberration-corrected electron microscopes the homogeneous term can dominate as there is an implicit integration along the beam direction. It is completely correct to state that the average homogeneous distortion implies a phase transition to a new structure at small sizes. There is no evidence for such a phase transition in the simple fcc metals.

To test accurately the strain field requires use of local imaging methods to analyze the higher-order terms directly. Probably the most sensitive technique is dark-field imaging. If the strain is completely homogeneous, the contrast in the image depends only upon the thickness and the orientation of each single-crystalline region; if not it will vary with position. Even in the early dark field images it was apparent that the contrast varied strongly with position as discussed in [273]; to our knowledge every published dark-field image shows this, see for instance figure 42 from [15]. A similar test is to take local diffraction patterns using a small electron probe, which shows local changes in intensity also an indicator of inhomogeneous strains [274]. The strains can also be seen from careful examination of high-resolution electron microscope images (e.g. [266, 275–277]), or via x-ray diffraction methods [278].
While there may well be a small component of strain accommodation at the boundaries, whether this exists and how well the elasticity models in three dimensions match experiment is a topic for future work. Transmission electron microscopes continue to improve, so picometer accurate measurements of positions in three dimensions may be possible in the not too distant future.

5.3. Stress relief mechanisms

The total strain energy in MTPs scales as the volume. When the particles become large enough the total energy stored in the strain will become sufficient to nucleate stress-relieving dislocations. For instance, the total energy for a low-angle grain boundary will scale as the volume to the two-thirds power, so this will be energetically favored at larger sizes.

The Dh particles are much easier to image, so more is known about them. Earlier results on stress relaxation can be found in [2], with a detailed experimental analysis by Iijima for larger silicon Dh [279]. A rather comprehensive analysis of the possible stress relaxation modes has been presented by Romanov and collaborators [4, 256–261, 263–265], with a recent example illustrating them shown in figure 44. There are many possibilities, and in a few cases there have been direct observations, for instance splitting of the disclination via the introduction of stacking faults [280] (figure 44(a)), via a tetrahedral stacking fault (reproduced with permission from [281] (figure 44(b)) or via formation of a grain boundary [279] (figure 44(c)). Not all the possibilities have been experimentally observed as yet, but overall the theoretical models appear to be reasonably well supported by experimental evidence. For the Ic particles while dislocations were observed some time ago [64, 274] more work is needed to unravel the stress-relief mechanism, which is not trivial as they are less accessible to electron microscope imaging due to overlap of the different segments along the beam direction.

An alternative to stress relief by dislocations or splitting of the disclination is via point defects or segregation in alloys—in an alloy there are additional degree of relaxation channels not present in a fixed composition material. A continuum based model of segregation indicates [282] that the problem can be mapped onto one of the distribution of impurities around a dislocation. The results indicate that while the change in free energy may be small, there will be a noticeably segregation of larger atoms to the external surface and smaller ones to the core of the disclinations as shown in figure 46. While there is some experimental evidence for this (see [282]), to date it is not fully conclusive and more work would be informative.

A somewhat similar process where there is stress relief in phase separated materials has recently been revealed in atomistic calculations for much smaller sizes by Ferrando [283, 284]. As illustrated in figure 49 [284], for small icosahedral clusters where the phase separation is not radially symmetric but can be off to one side. In effect the local expansion of the lattice for larger unit cell material can assist in closing the gaps.

A third mechanism that can occur in certain cases is anisotropy of ordering to partially relieve some of the stresses.
There is evidence in this work for Pt segregation to the surface, which we would expect as it is the larger atom. The same segregation of the larger atoms has been observed for CuAu [276], and theoretical analyses have similar conclusions [288]. We suspect that this may be a rather general phenomenon, and the topic of alloy stress relief is worth more experimental probing, and there may be additional mechanisms—although the broad details are in good agreement qualitative with expectations based upon the elastic models.

One different relaxation mechanism merits mention here, as it may be quite general at least for thermodynamic shapes. As analyzed independently by Ajayan et al [118, 289, 290] and Romanov et al [4, 256–261, 263–265], the strain energy of a decahedron approximated as a cylinder when the dislocation is not in the center by a fractional distance b scales as

\[ E = E_{\theta=0}(1 - b^2)^2 \]  

If the disclination moves away from the center, there will be a net gain in the strain energy, at the cost of a increased total
surface energy as the different segments are no longer simple modified Wulff shapes. This has been calculated at very small sizes [118, 289, 290], see figure 47. The calculations indicate that at smaller sizes there will be an activation energy barrier for the disclination to move out of the center because of the additional surface energy cost of moving away from the symmetric case. At larger sizes there will be no barrier since the strain energy will dominate. This can drive glide of edge dislocations in to the center as first hypothesized by de Wit, although this needs a fair amount of activation energy, so would only occur at higher temperatures. An alternative is that the growth becomes asymmetric with a smaller deviation from symmetry rather than substantial displacement of the disclination. We have recently obtained experimental evidence that this can occur with extensive evidence for asymmetric Dh in both Pd and Pd-Pt alloys, see figure 48 [254].

6. Energy versus size

The total energy of MTPs, as well as that of other nanoparticles can be written from earlier as

$$E = V \left( \frac{\mu_B}{V_0} + W_D \right) + V \frac{2}{3} (\gamma_{11} \delta \varepsilon + g_\theta \delta \varepsilon \theta + \varepsilon_\theta) + O(h) \quad (41)$$

When comparing nanoparticles with the same number of atoms the bulk chemical potential cancels out, as do small terms such as those due to changes in the lattice parameter via the surface stress. For simplicity all terms which scale linearly with the size will also be ignored, a safe assumption except at very small size provided Gibbsian definitions are used. It is then simplest to plot $E/V^{2/3}$ as illustrated in figure 50 versus $V^{1/3}$, in the figure for two different values of the surface stress. Note the large changes with the surface stress.

This energy balance yields the lowest enthalpy structures, but by itself is not a complete description of the system. For this one needs to use a statistical mechanics approach, writing the relative fraction of each type of particle in some form for a specific number of atoms such as

$$n_i = \sum \exp \left( \frac{-\Delta_G}{kT} \right)$$

$$n_i = \exp \left( \frac{-\Delta_G}{kT} \right)$$

Figure 44. Plausible channels of stress relaxation (a) appearance of a hollow center; (b) formation of the straight-line dislocation; (c) formation of the vacancy-type dislocation loop; (d) formation of a low angle grain boundary (e) addition of a negative disclination with a system of stacking faults; (f, g) different ways of decomposing the disclination x into two others linked by stacking faults; (h) formation of a region without a disclination; (i) shifting of the pentagonal axis towards the periphery; and (j) the formation of a surface misfit layer having a different orientation to the original crystal. Reproduced with permission from [263], copyright 2011 Cambridge University Press.
This problem has been well studied (e.g. [8, 291–304]), and while the specific results can vary strongly with potential parameters [8] (see figure 51) the general results are now quite clear. At reasonable temperatures and when the size is small enough, there is no single shape rather a diverse population of shapes. The transitions between the different shapes can occur 

**Figure 45.** Collation of relaxation images, in (a) via additional disclinations and stacking faults showing a Dh with the split disclination in the center magnified (reproduced with permission from [280], copyright (2015) American Chemical Society, images courtesy of B. Sara and S. Van Tendeloo), in (b) via a tetrahedral stacking fault (reproduced with permission from [281]), and in (c) via formation of a grain boundary (reproduced with permission from [279]), copyright 1987 The Japan Society of Applied Physics.

**Figure 46.** Strain induced segregation in Ag-Au Dh and Ic calculated for different temperatures.

**Figure 47.** Plot of the energy versus the fractional asymmetry of the disclination including both the surface energy change and the internal strain energy change.
Topical Review

on the millisecond time scale or faster. Even at larger sizes it is possible for particles to transition between one structure and another, either as a consequence of heating, exposure to the electron beam or during growth [292, 305–314], see for instance figure 52 from [313] for an example of a single crystal changing to an Ic and then later to a Dh during an in situ heating experiment.

Beyond some size transitions between shapes will become improbably under most experimental conditions, so one has a frozen seed from which a larger particle will grow without changes in structure in most cases. Hence it is not uncommon to find MTPs in the micron size range [315] or in a few cases millimeter sized. Indeed, as pointed out by Hofmeister [34] very large MTPs called fivelings were known back in the

Figure 48. Asymmetric (a) Pd and (b) Pd-Pt alloy Dh nanoparticles [254], courtesy L Peng et al. Those shown have only two-fold symmetry.

Figure 49. Lowest-energy configurations of icosahedral nanoparticles of fixed size (number of shells \( n = 8 \), total number of atoms \( N = 1415 \)) for increasing size of the core. From top to bottom. Core of 13 atoms (number of shells \( k = 2 \)), of 55 atoms (\( k = 3 \)), of 147 atoms (\( k = 4 \)), of 309 atoms (\( k = 5 \)). S atoms are shown as small spheres so that C atoms (bigger spheres) are visible. Reproduced with permission from [284], copyright 2013 American Physical Society.
nineteenth century, including Dh with re-entrant surfaces at the twin boundaries. One Urban Myth should be mentioned here and hopefully laid to rest, namely the idea that MTPs occur through the assembly of individual tetrahedral units. This concept was discussed early by, for instance, Gillet [316] who pointed out that it was not reasonable and that layer-by-layer growth as discussed earlier was by far the most reasonable explanation. While there are papers where it has been argued that the experimental evidence supports this concept of sequential assembly of MTPs, a closer examination of all the images in the papers we can find indicates that they are all highly asymmetric Dh particles which we believe have been incorrectly interpreted.

Because the strain energy of the Ic is about twenty times that of the Dh, they only occur at very small sizes; observation of them at larger sizes is common and can only be because kinetics not thermodynamics are controlling. Specific ligands can stabilize particular structures, and precise details of the atomic structures of a number of very small clusters have been recently determined by x-ray diffraction (e.g. [317–328]), for instance figure 53 shows the Marks decahedron core of Au102(p-MBA)44 [317] and 52b shows the icosahedral structure of Au144(SR)60 [320], both very similar to those found at much larger sizes.

As a function of size and temperature there will be a phase diagram for the thermodynamically most stable shapes as originally hypothesized by Ajayan and Marks [290]. The number of theoretical calculations where aspects of this have been studied is immense, and we will not attempt to review them here. Overall the experimental result [61, 278, 289, 305, 311, 313, 329–335] are qualitatively consistent with this general model. One example [311] is shown in figure 54 for the evolution of the shapes of Cu nanoparticles grown and studied in situ on strontium titanate as a function of temperature.

Figure 50. Plot of the free energy divided by the volume to the two-third power, versus the equivalent radius for the volume for two different values of an isotropic surface stress (g). In all cases Ic are stable at smaller sizes, but whether the Dh have an intermediate stability range depends upon the size of the surface stress.

Figure 51. Plot of the lowest energy structures with a Morse potential as a function of parameter \( \rho_0 \), where smaller values correspond to softer potentials which decay more slowly with distance. The large variations with potential are notable. Reproduced with permission from [8], copyright 2005 American Physical Society.
A complication is the surface stress energy term, which has a large environmental dependence and is comparable in magnitude to the differences in the total surface free energies of different shapes. One strategy is to analyze the stability ranges and the cross-over between the different types of MTPs and single crystals with the surface stress and surface free energies allowed to vary as a parameter. This leads to the results shown in figure 55 [268]. A nice illustration of how important the environment can be is shown in figure 56 [336]. Only a few per cent of oxygen is enough to completely change the distribution of gold particles produced by sputtering. This relates to how in solution based syntheses of nanoparticles subtle and sometimes unintentional changes in the materials used can lead to large differences. While the critical role of impurities and chemisorbants has been known for some time [64], they are rarely well controlled in experiments. For future six-sigma nanoparticles more will need to be understood about the details as well as far tighter experimental control.

7. Shape and structure versus growth

As a final section, it is appropriate to make a few comments to link the different shapes and the different classes of structure to how they will evolve during growth. While the largest number of current papers deal with solution based growth, there are many other methods of making nanoparticles such as inert gas evaporation (e.g. [49–55, 337],), atomic layer deposition (e.g. [338–349],), evaporation or sputtering (e.g. [39, 40, 43, 308, 350–354],) and hydrothermal methods (e.g. [27–32, 105, 248, 275],). In this short section the intent is to look at some of the commonalities rather than attempting a full description or a detailed literature review.

The initial step will always be nucleation, in most cases after some incubation period. The nucleation may be homogeneous, for instance small groups of atoms in the gas phase or in a solution with ligands around them, or it can be heterogeneous at steps on a substrate, the side walls of the container or at contaminants. Some nuclei will disperse back to single atoms, some will grow, it is a statistical process. Depending upon the chemical potential of single atoms (or equivalent species such as complexes involving single atoms) the critical nucleus can be only two atoms or it can be 1–2 nm, as mentioned in section 4. Note that experimentally detecting very small nuclei is not that easy, and often they can only be inferred from forensic data. The shape and structure of the nuclei will be system dependent, both the material as well as

![Figure 52. Controlled heating of a 5.5 nm gold particle. (a) The original single crystalline fcc structure, near to a [110] orientation observed at room temperature. (b) At 300 C, the particle structure transforms to an icosahedral structure, oriented near to the [112] projection. (c) Finally a decahedral structure close to [110] is observed at 400 C. Reproduced with permission from [313], copyright 2010 Elsevier.](image)

![Figure 53. Structure of the Marks decahedron core of Au102(p-MBA)44 in (a) (reproduced with permission from [317], copyright 2007 American Assoc. for the Advancement of Science) and the icosahedral structure of Au144(SR)60 in (b) (reproduced with permission from [320], copyright (2009) American Chemical Society), both viewed down the five-fold axis.](image)
the external environment including any trace impurities such as oxygen leaks in a vacuum system or impurities in chemicals used in a solution based synthesis.

After nucleation there will be growth. Around each nanoparticle there will be a population of monomers and perhaps dimers and trimers, on the substrate and diffusing across for

Figure 54. Evolution of the proportion of Cu nanocrystal shapes as a function of nucleation temperature. Red pentagon points represent the MTP icosahedral shapes, blue triangular points represent fcc nanocrystals, and black hexagonal points represent MTP Marks decahedron shapes. Best fit lines have been drawn through the data points. (b)-(e) Volume distributions of Cu nanocrystals nucleated at room temperature and at 480 °C for icosahedral shapes (c) and (e) and fcc nanocrystals (b) and (d), respectively. Reproduced with permission from [311], copyright (2009) American Chemical Society.

Figure 55. Plots of the transition radii for different values of the surface energies and also different values of the surface stress, in (a) –0.25, in (b) 0.50 and in (c) 1.25.
deposition experiments; in the fluid phase for solution or argon-smoke based methods. Depending upon the rate of growth as well as the temperature the structures may change with the number of atoms or not. If we consider structural transformations as involving some form of vibration (phonon) the activation energy will scale approximately as the particle volume; if it is via migration of an internal boundary it will scale as the volume to the two-third power. Whichever is the mechanism, as the size increases transformations will become slower and eventually cease to be relevant for the time scales of the growth.

While often growth is by addition from an external fluid phase, it can also be via reaction of a solid phase such as an amorphous hydroxide particularly with hydrothermal growth methods (e.g. [27–32, 105, 248, 275]). In such cases as the nanoparticle grows there can be differential diffusion of species, which via the Kirkendall effect (e.g. [12, 355–360]), can lead to voids in the material—see for instance figure 10 earlier. The external shape and also the voids should still tend to conform to the thermodynamic and kinetic control issues described earlier; with time and temperature the voids will slowly collapse.

Depending upon conditions, the growth may involve local equilibration of the external surfaces via surface diffusion or not. In many cases chemisorbents, both small molecules and large surfactant molecules can play a large role in either accelerating or decelerating this. If surface diffusion is fast enough the shapes will tend to be the thermodynamic ones, either the global minima or the constrained minima; if it is slow then the kinetic routes will dominate [233, 361].

The surrounding cloud of monomers may slowly drop as the growth proceeds, for instance as chemicals are depleted in solution growth. There will always be some equilibrium concentration, as monomers can leave the nanoparticle and return to the surrounding medium. At high enough temperatures the concentration of these monomers can be high enough that there will be exchange between nanoparticles, Ostwald ripening where small particles shrink and larger ones grow (e.g. [362–368]). More rigorously, it will be those with higher chemical potentials that shrink, either because of their internal structure or other contributions such as interfacial stresses.

There can also be growth via coalescence. In a fluid there is random Brownian motion of nanoparticles whereas on a substrate there can be net translation due to local fluctuations in the concentrations of monomers. With solution growth chemisorbed ligands can play an important role to prevent coalescence by acting as buffers. When two particle coalesce there will be a substantial release of energy due to reduction of exposed surfaces, which may be large enough to lead to a full restructuring. They may rotate relative to each other to form low-angle boundaries or adopt the same orientation (e.g. [369–376]), be frozen leading to polyparticles or other complex structures [47, 377] or transform to MTPs [308]; the general process will involve neck formation and is referred to as sintering (e.g. [378–385]).

One point that should be mentioned is that the kinetic shapes will eventually revert back to thermodynamic ones—as Homer Simpson knows you cannot beat thermodynamics. This is particularly important for heterogeneous catalysis where catalysts used in any commercial system will almost always contain nanoparticles with the thermodynamic structures for the particular set of conditions of gas and temperature used. However, this shape conversion does not have to be that fast. Just as there is an activation energy barrier to the formation of a new terrace during growth, there is an activation energy barrier to the formation of new regions on a nanoparticle during equilibration of the shape via surface diffusion. This has been fairly well discussed in the literature (e.g. [386–394], and references therein).

Every system is different. Small details will matter, for instance the precise form of the potential, and can in fact dominate the results. We are dealing with a complex kinetic and thermodynamic system which should be described as a large set of differential equations which may either have simple solutions or display more chaotic behavior (in the true sense of chaos theory). We have not gone into any details here, but it does not have to be that with kinetic Wulff shape growth a nanoparticle will simply converge to a specific form, it could oscillate about it or even spiral around an average, a complex problem in the mathematics of fixed-point problems.

In a very general sense the final result will tend to fall into one of three classes as illustrated in figure 57:

**Survival of the Fittest**: thermodynamic equilibria dominate, either global or constrained local minima with the nanoparticles tending to be close to spherical with facets and in some cases surface steps, small terraces and at higher temperatures roughened regions.

**Survival of the Fastest**: kinetics dominate, those which grow fastest will tend to dominate the population and the nanoparticles will tend to have sharp faceted with rounded corners and edges, the rounding depending upon the chemical potentials during growth.

**Survival of a Population**: the stochastics of the evolution of the combination of different nanoparticles and different local concentrations of monomers will dominate, and there will be many slightly asymmetric shapes including polyparticles as well as the symmetric ones.

---

**Figure 56.** Plot of the relative fraction of different silver particles versus trace impurity levels of oxygen during formation; note the large changes. Reproduced with permission from [336], copyright 2012 American Institute of Physics.
In this review we have tried to create a snapshot of the current understanding. While there has been more focus on MTPs, the wider range of Wulff shapes both kinetic and thermodynamic apply across the board largely independent of the method of producing the nanoparticles. Comparing the field to when one of us reviewed it last [2] it has come a long way. The number of papers has exploded, there are many new and varied methods of producing shape controlled nanoparticles. Our understanding of fine details such as atom-by-atom analysis of experimental structures and high level atomistic modelling have come a long way. A number of new areas have opened up, for instance the additional complications when the nanoparticles are alloys and also the possibilities of chemical ordering in the bulk and at the surface where the field is still evolving; another is quantitative measurements of the strain fields.

Many aspects of nanoparticle shape and thermodynamics are quite clear, and there is an overwhelming amount of evidence both theoretically and experimentally. The older continuum based ideas dating back in many cases to the early 20th century have held up well. The large family of Wulff constructions now extended from the earlier thermodynamic cases to the kinetic cases describe the broad details. Most atomistic models are in good agreement with the continuum based approaches which have been the main focus here. There are fine details where they differ, partially because the continuum models require numbers for parameters that have to come from elsewhere, while atomistic calculations give slightly (or very) different results depending upon the potentials used. While density functional methods have become common, quite fast and can be moderately accurate, it is worth remembering that many functionals give inaccurate surface energies since they do not go to the correct jellium limit.

Given the size of the literature it is not possible to cover everything, but we have tried to be moderately comprehensive including not only our own results but also those of others. There are many areas such as the specifics of atomistic chemisorption and how this translates to different activation energy barriers which we have not attempted to cover, and are themselves worthy of review articles. Our focus has been more on the continuum model which we believe are powerful in their predictive power, albeit requiring input from atomistic models or experiment for values of terms such as the surface stress tensor.

There are still many unknowns, a brief mention of some of these is included here to hopefully inspire a little more research:

1. As mentioned in the introduction, many issues were raised in the early 20th century which have yet to be solved and are of fundamental importance. For instance, frequently high index surfaces occur in the Wulff shape particularly at higher temperatures. By definition, the unit area of any of these is large so there will not be space for them. While it is not hard to formulate models for this, for instance adding integer constraints for the size of facets, to what extent this is correct is unclear. Careful, detailed measurements of the Wulff shape as a function of size would be highly informative; there could be new phenomena here.

2. It has almost become de rigueur in nanoparticle papers to include a high resolution electron microscope image (or several) and some level of atomistic simulation such as a molecular dynamics calculation. However, it is not always clear that these advance the science. We are strong believers in the natural sciences philosophy, where experiments should inspire predictive theory which in turn is
verified or disproved by more experiments. More important than just showing qualitative agreement between theory and experiment is being able to predict, and we urge authors to consider going beyond just reporting results (and referees to allow predictive hypotheses to be included.)

3. There has been a revolution in the last decade in what can be done using transmission electron microscopes. However, just because a powerful aberration-corrected microscope is used does not make interpretation of the images easier. All images are equal, but some images are more equal than others. There is no such thing as a dynamical diffraction corrector, and user-correctors are often not used [395]. It is easy to be overwhelmed by information overload with images of hundreds of nanoparticles and miss the unexpected.

4. Computers are following Moore’s law, so atomistic calculations are becoming faster and easier. This does not mean that they are always becoming more accurate. In other areas such as surface science it has been known for many years that while ab-initio methods such as density functional theory are very powerful because they have no inbuilt assumptions, because of approximations and inaccuracies in the functionals used they can be inaccurate with errors of 0.1 eV/atom (2.3 kcal/mole) or worse particularly for surface enthalpies. The field of functionals is moving quite rapidly, and there are much better new functionals available, e.g. [396–409]. There is already data that this can matter, for instance in the transition from 2D to 3D in gold clusters of a few atoms [410] where older methods do not agree with experimental data but more advanced functionals do. Information on not just structures but enthalpies with error estimates and the use of better functionals may reveal currently hidden errors or limitations in the literature.

5. It is still ambiguous how nanoparticles evolve in detail as a function of size and reaction conditions for solvent based methods. For instance, what is the population of the different shapes and how does this vary with the chemical potential of the different components in solution? Beyond just the averages, what are the variations about the mean? This has real physical significance in terms of understanding fluctuations in the growth conditions and the kinetic growth trajectories—the steady state solution is only an asymptotic limit. It is hard to find systematic studies with hard numbers for, for instance, the metal chemical potentials in solution which are the built-in assumptions, because of approximations and inaccuracies in the functionals used they can be inaccurate with errors of 0.1 eV/atom (2.3 kcal/mole) or worse particularly for surface enthalpies. The field of functionals is moving quite rapidly, and there are much better new functionals available, e.g. [396–409]. There is already data that this can matter, for instance in the transition from 2D to 3D in gold clusters of a few atoms [410] where older methods do not agree with experimental data but more advanced functionals do. Information on not just structures but enthalpies with error estimates and the use of better functionals may reveal currently hidden errors or limitations in the literature.

6. What, quantitatively are the full 3D atomic positions of the atoms in nanoparticles, and how does this vary as a function of conditions? Electron microscopes are approaching this (e.g. [280, 411–426]), but there is still much more work to be done particularly in terms of controlling the samples. We suspect that there will be no simple answer and the results will vary depending upon the exact preparation conditions as well as post preparation treatments.

7. What is the surface structure of the nanoparticles under representative synthesis conditions? Forensic examination of nanoparticles including their surfaces has been possible at the atomic scale for more than thirty years (e.g. [427–432]), and what takes place on metals is fairly well understood. With oxides as well as many other systems very little is known, and it is clear that the surface structure and composition depends upon the synthesis conditions [85], with, for strontium titanate, the surface structure being consistent with the lowest energy structures for flat surfaces [86–101]. This needs to be better understood for all types of nanoparticles beyond simple metals, as theoretical models with incorrect assumptions about the surface will not be able to move the field forward.

8. The eye is often drawn to the more perfect shapes, for instance pentagonal bi-pyramids which can be quite beautiful. There is a large amount of science in the less than perfect nanoparticles. In particular, statistical fluctuations about the average may be a very important aspect to be analyzed further, and we have included in figures 35 and 48 some of our preliminary results in these directions. If we can understand and predict the fluctuations about the mean, not just the mean, the science of controlling nanoparticles will move a long way forward.

It would be nice to think that six-sigma control is just around the corner; maybe it is, but we suspect it will take a bit more time.
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