Charging ain't all bad: Complex physics in DyScO₃
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ABSTRACT

Although charging is ubiquitous in electron microscopy, its effects are typically avoided or ignored. However, avoiding charging is not possible in some materials, e.g. lanthanide scandates with well-ordered surfaces positively charge immensely under electron beam illumination because of their electronic structure, and ignoring charging can leave new science undiscovered. In this work, a combination of rapidly acquired electron energy loss spectra and cross-correlation were used to understand and overcome charging effects in DyScO₃. A 5.4 eV band gap was extracted from the charging-corrected loss spectrum, in good agreement with previously reported band gaps, and a 3.8 eV in-gap peak was attributed to surface states via comparison with density functional theory calculations. Additionally, ultraviolet photoelectron spectroscopy measurements indicated that under some conditions well-annelled DyScO₃ surfaces charge negatively causing upward band bending associated with occupied surface states in the gap. As was previously found in the case of positive charging under electron beam illumination with in-situ flexoelectric bending observations, the magnitude of negative charging under ultraviolet illumination is Zener tunneling limited in well-annelled DyScO₃.

1. Introduction

Charging is one of the banes of electron microscopy. It impacts nearly all insulators and can be net positive or negative depending on the material, sample, and microscope conditions [1]. Given this ubiquity, there are a number of papers that detail charging effects in electron microscopy, e.g. [2–11]. In practice, electron microscopists typically treat charging as a nuisance to be avoided at all costs, resorting to processing the sample (e.g. depositing carbon passivating films) or some other approach to avoid charging effects. A particular case where charging is prevalent is electron cryomicroscopy [12,13] because thin films of ice [14] and amorphous carbon supports at liquid nitrogen temperatures [15] are poor conductors.

Sample charging is not always the nuisance it is made out to be, but instead can be a source of new phenomena. One example is the observation of abnormally large bending in lanthanide scandates [16], a phenomenon driven by electron beam charging and flexoelectricity (the coupling between strain gradient and polarization [17]). Lanthanide scandates, such as DyScO₃, are heavily distorted orthorhombic perovskites with space group Pbnm at room temperature and atmospheric pressure [18]. They have been extensively used as substrates for thin film oxide growth [19] and explored as potential gate oxide materials due to their high dielectric constants [20,21]. As was recently shown, lanthanide scandates charge considerably under very low flux transmission electron microscope (TEM) beam illumination because their band gaps are approximately equal to their work functions, and when few defects are present, such as in well-annelled samples or hydrosauna synthesized nanoparticles [22], there are minimal states available to trap secondary electrons. This was demonstrated with secondary electron imaging [16]. Therefore, any electrons with sufficient energy to be promoted to the conduction band instead exit the material, leaving behind a net positively charged sample. The charging is anisotropic, with the evidence indicating that the entrance surface and the side surface closest to the highest-flux region of the illumination are more positive than the exit surface and the side surface furthest from the highest-flux region of the illumination, which is intuitively expected. This unbalanced charging phenomenon coupled with an abnormally large flexocoupling voltage in DyScO₃ yields large reversible bending corresponding to strains which approach or exceed the nominal yield strength of typical, brittle ceramics, with the total potential difference across the sample limited by Zener tunneling [16].

This observation of flexoelectric bending, and the likely existence of other novel charging related phenomena, illustrates that charging is both good and bad. In some cases, it can be desirable (e.g. mechanical motion from charging for device applications [16]), whereas in other cases it must be avoided (e.g. electron cryomicroscopy [23]). It is also important to realize that in some materials, such as lanthanide scandates, charging cannot be avoided. In these situations, how does one...
probe electronic structure with TEM in a manner that yields meaningful results? Further, in charged materials do TEM results correlate with other experimental and theoretical tools?

In this paper, we provide an example of how to overcome charging effects on electron energy loss spectroscopy (EELS) to facilitate quantitative valence EELS analysis of a lanthanide scandate, DyScO₃. The results are combined with density functional theory (DFT) calculations which cross-validate the identification of an EELS peak below the bulk edge as a surface state. Further information about the physics of charging in DyScO₃ is provided by ultraviolet photoelectron spectroscopy (UPS) where well-annealed samples show evidence for Zener tunneling limited negative surface charging, correlating to the charging saturation limit previously observed [16].

2. Methods

A 3 mm disc was cut with an ultrasonic cutter from a commercially available single crystalline substrate (MTI Corp, Richmond, CA) of (110) oriented DyScO₃. This disc was then thinned to ∼100 µm thick with silicon carbide sandpaper and dimpled with a Gatan 656 Dimple Grinder (0.5 µm diamond slurry) to ∼15 µm thick at the center. Subsequently, the sample was Ar⁺ ion milled to electron transparency using a Gatan Precision Ion Polishing System (PIPS-I) starting at an energy of 5 keV and milling angle of 10°. The ion energy and milling angles were gradually brought down to 3 keV and 4°, respectively, for final polishing and surface cleaning. Lastly, the sample was annealed for 8–12 h in air at 1050–1200 °C in a tube furnace. Similar conditions have been used to prepare samples with surface reconstructions on other oxides, particularly SrTiO₃ and LaAlO₃ [24–28].

UPS data were acquired on a multisource ESCALAB 250Xi using a high photon flux (> 1.5 × 10¹² photons/second) UV source with a spot size of ∼1.5 mm. The source energy was 40.8 eV (He II). A pass energy of 10 eV was used with steps of 0.05 eV and 50 ms dwell time.

EELS data were acquired on a JEOL ARM200CF equipped with a cold field emission source and a CEOS probe spherical-aberration corrector. It was operated at 200 kV with a semi-convergence angle of 22 mrad. A Gatan Enfi EELS spectrometer was used with a dispersion of 0.05 eV/channel, collection angle of 22 mrad, and acquisition time of 1 µs (although in practice this is closer to 0.1 ms due to detector limitations). 100 individual spectra were acquired under constant illumination at these conditions and then analyzed as described below.

DFT calculations were performed with the all-electron augmented plane wave + local orbitals runs in code [29]. Muffin tin radii of 1.68, 1.82, and 2.02 were used for O, Sc, and Dy, respectively, to minimize the inclusion of O2p tails within the metal muffin tins which perturbs the calculation of the exact-exchange corrections inside the muffin tins for Sc and Dy. The plane-wave expansion parameter R scient was 7.0. The electron density and (when appropriate) all atomic positions were simultaneously converged using a quasi-Newton algorithm [30]. Both an on-site hybrid approach [31,32] as well as a GGA + U approach using the PBEsol [33] functional were used. A slab model with a 70.000 × 7.926 × 7.936 Å cell was used containing 260 atoms (92 unique) with P121/m1 symmetry, 18.3 Å of vacuum, and a 6 × 6 × 1 k-mesh. A detailed comparison of bulk DFT calculations and valence x-ray photoelectron spectra for DyScO₃ has been previously described [34].

3. Results

Fig. 1(a) shows low-loss EELS data for DyScO₃ from a charged sample obtained with standard acquisition times. This spectrum was acquired by summing 100 individual spectra with no charging-correction obtained under the conditions given in the Methods section. Although some general features of the low-loss region were discernible, e.g. peak locations, this spectrum highlighted the adverse effects of sample charging: charging-related instabilities reduced the signal-to-noise ratio (SNR) such that any quantitative analysis was near impossible. For example, the valence region was poorly defined and very noisy.

The cause of the low SNR can be understood by studying each individual spectrum in the summed spectrum in Fig. 1(a). An example of an individual spectrum is included in Fig. 1(b). As anticipated, this spectrum had a lower SNR than the summed spectrum in Fig. 1(a) because its acquisition time was effectively two orders of magnitude smaller. By studying all the individual spectra, it was apparent that interactions between the electron beam and charge on the sample induced energy loss shifts. This shift was quantified by tracking the zero-loss peak (ZLP) position in each individual spectrum. As shown in Fig. 1(c), the ZLP position wandered by as much as 2 eV over the course of the experiment. The average position of the ZLP in each spectrum tended to a steady-state value as the sample was further exposed to the beam, which we interpret as saturation of charging [16]. The fact that the average ZLP shift was positive indicates a positive charge developed on the sample (in agreement with previous work [16]). We note that although the average ZLP position evolved over the course of the experiment, the spread about the average value was consistently ∼0.5 eV. This implies that while charging saturated on average, there were still local fluctuations in the charge distribution as the sample interacted with the beam.

Because the cause of the low SNR in the summed spectrum in Fig. 1(a) was the energy loss shift in each individual spectrum due to charging, one way to mitigate the effects of charging was to correct the origin in each individual spectrum prior to summing [35,36]. This was performed by choosing one spectrum as a reference and cross-correlating the other spectra with it. The results of this cross-correlation process are shown in Fig. 2(a) and (b) and demonstrate that the SNR and resolution were greatly improved by cross-correlating the ZLP position and correcting for charging shifts before the summation. We note that even if a sufficient number of spectra were acquired such that any transient effects are effectively averaged out, Fig. 1(c) demonstrates that ∼0.5 eV fluctuations persist in the steady-state regime.

With this higher SNR spectrum, it was possible to study the valence and low-loss regions in greater detail. In the remainder of this paper, we focus on the valence region. The first test to determine the utility of the cross-correlated and summed spectra method was to extract the band gap. There are numerous methods to determine a band gap from EELS (e.g. [37]). We used a linear-fit method commonly used in the Auger electron spectroscopy and reflection EELS community in part due to its simplicity, and because it appears suitable for large band gap insulators [38]. The linear-fit method consists of finding the intersection between a line fit to the onset of the loss spectrum and a horizontal line at the background level. As shown in Fig. 2(c), this process yielded a minimum energy loss of ∼5.4 eV. We are deliberately using “minimum energy loss” because evanescent states at the vacuum level (work function) as well as local states in the conduction band are possible in thin samples. This is close to previously reported experimental [16,39] and calculated [34,39] band gaps of 5.7 eV and 5.3 eV, respectively, as well as the experimental work function of 5.8 eV [16].

More involved methods of finding the band gap were thwarted by the presence of a feature at 3.8 eV, which we now turn to. First, it was important to determine if this was a real sample feature or an artifact because the existence of an in-gap state could provide insight into the charging dynamics of these heavily charging lanthanide scandates. We note that the Kimoto limit (the energy at which the intensity of the ZLP tail drops below 1e-3 of the maximum ZLP intensity [40]), determined to be 3 eV, does not preclude this possibility. An interpretation of this feature was confounded by the typical difficulties associated with treating the ZLP and its long tail [35,41], so the approach adopted in this work was a Fourier-ratio deconvolution method using a Gaussian deconvolution function [35,41–43]. Because an experimentally acquired instrument response function was unavailable, the instrument response function was modeled with a number of functions (simple
truncations, power law, Gaussians, Gaussian-Lorentzian mixtures, Pearson VII) fit to the experimental ZLP shown in Fig. 2(a). An example of the results of the Fourier-ratio deconvolution is shown in Fig. 3. Although fitting to the ZLP is not the most robust method, the 3.8 eV feature persisted for every ZLP model used and for a wide range of Gaussian deconvolution full-width-half-maximum values. Therefore, the possibility that the 3.8 eV feature was an artifact was excluded.

We must now confront the possibility that the 3.8 eV feature was the result of a Cerenkov process: DyScO₃ has a high dielectric constant [21] and is firmly in the Cerenkov regime under the experimental conditions used here [44]. There are experimental methods to obtain energy loss spectra that minimize the collection of Cerenkov losses and simulations to determine Cerenkov loss energies [37,45]. We chose a different option: compare to DFT calculations. The surface of DyScO₃ contains a Sc-rich double-layer consisting of ScO₄ tetrahedra, ScO₅ octahedra with an unoccupied oxygen site, and ScO₆ octahedra as shown in Fig. 4(a) and (b) [16,46]. Since the Sc and O in the double-layer are in slightly different bonding environments than in bulk DyScO₃, there are localized electronic states and other deviations from bulk electronic structure as shown in Fig. 4(c)–(f). In particular, there are surface states with primarily Sc3d character below the bulk conduction band at ~3.7 eV above the valence band maximum (VBM). The location of this peak is consistent with the 3.8 eV loss peak seen in the charging-corrected energy loss spectrum which implies that this feature is not a Cerenkov loss. In addition, the 3.8 eV peak intensity is consistent with that of a surface state: estimating the sample thickness as 50 nm and the total surface thickness as 1.5 nm (2 surfaces), one would expect the surface energy loss features to be 3% of the intensity of the bulk energy loss features. This is reasonably close to our findings.

UPS is another experimental technique well-suited to study the electronic structure of surfaces [47]. Fig. 5(a) shows UPS data for well-annealed DyScO₃. With incident radiation of 40.8 eV and a work function of 5.8 eV the maximum kinetic energy of a photoelectron at the detector should be 35 eV, but in practice kinetic energies exceeding 45 eV were measured. This indicated the sample surface was negatively charged.

Fig. 1. Effects of charging on EELS data. (a) Energy loss spectrum of charged DyScO₃ obtained by summing 100 spectra each with an effective acquisition time of 0.1 ms and no charging-correction. Although some general features are identifiable, charging effects led to a low signal-to-noise ratio. (b) One of the individual spectra included in the sum used to obtain the spectrum in (a). (c) Zero-loss peak (ZLP) position of each 100 spectra shows energy loss shifts due to charging effects. The average ZLP position (red dashed line), and charging, tends to saturate. The constant spread in ZLP energy loss shifts around the average ZLP positions suggests local fluctuations in the charge distribution persist even after the charging has saturated on average. (For interpretation of color in this figure, the reader is referred to the web version of this article.)

Fig. 2. Charging-corrected energy loss spectrum. (a) Energy loss spectrum shown in Fig. 1(a) after an origin correction using cross-correlation. This greatly enhanced the signal-to-noise ratio and interpretability of the data. For example, it is now apparent that there is an in-gap feature at approximately 3.8 eV, arrowed in (c). (b) After origin correction the full-width-half-maximum of the zero-loss peak was reduced by 0.5 eV. (c) The band gap of DyScO₃ was determined to be 5.4 eV using a linear-fit method with the spectrum in (a). The data were smoothed using a moving average of 5 data points prior to linear fitting. The linear fit marking the onset of the loss spectrum is a red dashed line and the background level is a black dashed line. (For interpretation of color in this figure, the reader is referred to the web version of this article.)

Fig. 3. Example of results of Fourier-ratio deconvolution analysis. This data demonstrates how the feature at 3.8 eV (black dashed line) is present independent of the full-width-half-maximum of the Gaussian deconvolution function when modelling the zero-loss peak (ZLP) as a Pearson VII function. Similar results were found using other ZLP models. Features below 3 eV fall below the Kimoto limit, but the peak at ~1.8 eV could be real as discussed later. (For interpretation of color in this figure, the reader is referred to the web version of this article.)
charged, similar to what can occur in low-voltage scanning electron microscopy. We argue this is because secondary electrons produced in the bulk (the UV penetration depth is much larger than the secondary electron escape depth) accumulate at the surface leading to a net negative surface charge (and a net positive charge in the sub-surface region). An accumulation of negative charge at the surface would cause occupied surface electronic states (in this case O2p states) to bend up. Therefore, we interpret the 29.1 eV and 33.8 eV features as bulk states and the 41.6 eV feature as the bent O2p surface states. The maximum band bending, i.e. the maximum potential difference, is set by the band gap because any additional band bending will induce Zener tunneling
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**Fig. 4.** Surface structure and density of states analysis of DyScO3. (a) and (b) show two different views of the DFT relaxed surface structure of DyScO3 with 2.5 excess surface ScO2 in a scandium-rich double layer: (a) from the top and (b) from the side. ScO4 tetrahedra are in blue, ScO6[ ]octahedra with an unoccupied oxygen site are in green, and ScO5[ ]octahedra are in brown. The valence per formula unit of each layer shown in (b) is included on the right of the structure. (c) ~ (e) show the O2p, Sc3d, and O3s partial density of states (pDOS) associated with this structure. (c), (d), and (e) correspond to the pDOS associated with the ScO4 tetrahedra, ScO6[ ]octahedra with an unoccupied oxygen site, and bulk ScO5 octahedra, respectively. In all cases, the valence band and conduction band are predominately O2p states. Red corresponds to an in-gap state, which at these incident energies is dominated by O2p states. The O2p states from the ScO4 tetrahedra have a centroid that is ~1 eV higher than the bulk O2p states. (f) Unoccupied pDOS show that the surface states 3.7 eV above the valence band maximum (VBM) are mostly Sc3d in character with some O2p and O3s contributions. In (c) ~ (f) the bulk band gap and VBM are shown with dashed black lines, and the VBM is taken to be 0 eV. (For interpretation of color in this figure, the reader is referred to the web version of this article.)
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**Fig. 5.** Explanation of negative charging and in-gap state observed in UPS. (a) Ultraviolet photoelectron spectrum of DyScO3 valence band reproduced from [34]. The black dashed line corresponds to incident ultraviolet light energy (40.8 eV). The measurement of photoelectrons with kinetic energies higher than this indicates negative charging. Features in green correspond to the valence band, which at these incident energies is dominated by O2p states. Red corresponds to an in-gap feature. (b) The center of the in-gap feature is shown with a red dashed line. The green dashed line indicates a linear extrapolation of the valence band maximum (VBM). The difference between the two lines intersect the background level (black dashed line) is ~4.5 eV. (c) Partial occupied density of states of bulk (green) and surface (red) O2p states. After negative charging has saturated, the maximum shift in the surface states is the band gap (red dashed lines) which centers the surface states ~ 4.4 eV above the VBM (black dashed line). (For interpretation of color in this figure, the reader is referred to the web version of this article.)

4. Discussion

There is rich physics in charging of samples inside electron microscopes involving information about local electronic states, band bending as well as higher order electromechanical couplings such as the flexoelectric effect. Exactly what will be present in a sample is a strong function of the number and density of local states as well as surface structure. Most experimental samples in electron microscopy have relatively poorly defined surfaces, contamination or damaged layers, and unintentional concentrations of point defects. If these are avoided we believe there is significant new science that can be explored, albeit not the easiest electron microscopy as samples tend to be very unstable.

One issue we have not addressed in detail here is the not-well-defined possible peak in the EELS data at ~1.8 eV. Although this is below the Kimoto limit and it could be due to Cerenkov radiation, it is worth discussing some other possible origins of this feature because the samples are positively charged in TEM and a 1.8 eV loss could be a result of charging induced changes to the electronic structure. One would expect the charge to be longest lived in states near the Fermi
level, which would be the O2p states at the surface and minority Dy4f states in the bulk [34]. Since the centroid of the surface O2p states is ~1 eV higher than the centroid of the bulk O2p states, charge transfer between the bulk and surface O2p states is possible. Another possibility is the existence of local Dy4+ states. The loss of an additional electron in the localized 4f states will pull the unoccupied minority 4f states down in energy, which could lead to available states close to the VBM. There is some exploration of Dy4+ defects in the literature [49,50], but as of yet there is no definitive analysis. Unfortunately, performing reasonably accurate calculations to model these hypotheses are at, or beyond, the current state-of-the-art for DFT which is really a ground state calculation. One can partially model core-hole relaxation using a Hubbard U as we previously demonstrated [34], but this is not a complete solution.

One final comment is worth making; understanding some of the complex phenomena associated with charging and potential gradients across samples may have wider relevance. As mentioned earlier there are clear indications of bending and charging in electron cryomicroscopy [6,12]. While research on the flexoelectric effect in bulk ceramics is relatively new [17], flexoelectricity in biological systems, such as membranes [51], has been shown to be of some importance for physiological function [52,53]. It is quite possible that bending of electron cryomicroscopy samples could be exploited to measure physiologically relevant electromechanical couplings, for instance by depositing electrodes on samples, however we will leave this speculation to the future.

5. Conclusion

Charging is a ubiquitous phenomenon in electron microscopy. Although it is typically avoided, its effects should not always be discounted as artifacts because charging can be a source of new science. Moreover, charging is unavoidable in some materials, and in these cases it is still important to be able to utilize an electron microscope to answer relevant questions in spite of charging effects. In this paper, we used a combination of rapidly acquired energy loss spectra and cross-correlation to overcome charging effects. This allowed for the extraction of an accurate band gap and, with complementary DFT, the attribution of an in-gap feature to surface states. Additionally, UPS results demonstrated Zener tunneling limiting potential differences is also relevant for negatively charged samples.
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