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ABSTRACT

The Local Variation of the Critical Current Along YBa2Cu3O7-x Grainboundary and Ramp-Edge Josephson Junctions

Michael W. Carmody

High temperature (high-Tc) superconductors have been extensively studied for basic research purposes and for their potential technological applications. One of the most promising applications is the potential for superconducting quantum interference devices (SQUIDs) operating at temperature above the boiling point of liquid nitrogen (77 K). Grain boundaries in high-Tc systems were found to exhibit the Josephson effect that can be used to fabricate microelectronic devices. Tilt grain boundaries with tilt angles of 24° and 45° are studied for a basic understanding of the transport properties across single grain boundaries in [001] oriented thin film YBa2Cu3O7-x (YBCO).

A novel technique involving phase retrieval is developed for determining the local current distribution J(x) from measurements of the critical current across a Josephson junction as a function of an applied magnetic field Ic(H). The Ic(H) data is related to the local current density J(x) along the length of the junction as the modulus of the Fourier
transform of \( J(x) \). The Fourier relation is used to extract for the first time local current information along the length of the boundary. The highly non-uniform current distributions are discussed in terms of local boundary microstructure, boundary stoichiometry and the d-wave symmetry of the order parameter.

The phase retrieval technique is also applied to superconductor-normal layer-superconductor multilayer structures (ramp-edge Josephson junctions). The highly uniform current distributions \( J(x) \) are compared to the non-uniform current distributions in grain boundary junctions and compared to the uniform microstructure of ramp-edge junctions and discussed in terms of the symmetry of the order parameter across the boundary plane.
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# Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Symbol(s)</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>YBa$_2$Cu$_3$O$_7$</td>
<td>YBCO</td>
<td></td>
</tr>
<tr>
<td>Magnetic Flux</td>
<td>(B)</td>
<td>Gauss</td>
</tr>
<tr>
<td>Magnetic Field</td>
<td>(H)</td>
<td>Tesla</td>
</tr>
<tr>
<td>Flux Quanta</td>
<td>$\frac{h}{2e} = \Phi_o$</td>
<td>Tesla-meters$^2$</td>
</tr>
<tr>
<td>Temperature</td>
<td>K</td>
<td>Kelvin</td>
</tr>
<tr>
<td>Angstrom</td>
<td>Å</td>
<td>$10^{-12}$ meters</td>
</tr>
<tr>
<td>Permeability of vacuum</td>
<td>$\mu_o$</td>
<td>$4\pi \times 10^{-7}$ N/A$^2$</td>
</tr>
<tr>
<td>Electron charge</td>
<td>e</td>
<td>$1.6022 \times 10^{-19}$ C</td>
</tr>
<tr>
<td>Plank's constant</td>
<td>h</td>
<td>$6.6261 \times 10^{-34}$ J-s</td>
</tr>
<tr>
<td>Boltzmann's constant</td>
<td>$k_o$</td>
<td>$1.38 \times 10^{-23}$ J/K</td>
</tr>
</tbody>
</table>
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Chapter I. Introduction

This thesis studies the variation of the local current along thin film high-T<sub>c</sub> YBa<sub>2</sub>Cu<sub>3</sub>O<sub>y</sub> (YBCO) Josephson junctions. Thin film [001] oriented YBCO grain boundaries and ramp-edge interface engineered junctions were studied using a novel technique that was developed specifically for this thesis. The local transport properties of thin film 24° [001] symmetric tilt grain boundaries grown on SrTiO<sub>3</sub> substrates and 45° [001] asymmetric tilt grain boundaries grown on MgO were studied to understand the local variations of the critical current along the boundary length. The large variations in the local current and the corresponding microstructure have for the first time given direct evidence of parallel conduction channels that have been proposed for grain boundary current transport. The local current distributions and corresponding microstructure of ramp-edge interface engineered Josephson junctions were studied using phase retrieval techniques. The variation of both the current distributions and the underlying microstructure highlights the role that the microstructure plays in controlling the uniformity of junction transport properties.

The unique properties of high-T<sub>c</sub> Josephson junctions have been an extremely useful research tool for exploring the fundamental relationships in superconducting systems. Josephson junctions also have the potential for significant device applications if the basic physical properties can be understood and controlled. The realization of
practical cost efficient devices has been difficult due to the complex nature of the oxide materials in high-Tc systems.

Originally it was hoped that the new high-Tc materials could simply be substituted for low-Tc materials in existing devices. The major difference and obstacle to direct substitution was the length scale of the superconducting coherence length that is significantly shorter in high-Tc materials. For YBa$_2$Cu$_3$O$_{7-x}$(YBCO) the coherence length in the a-b direction is approximately 1.5 nm ($\xi_{\text{a-b}} = 1\text{-}1.5 \text{ nm}$)(Welp et al. 1989), therefore any distortions, structural or chemical, on this length scale will diminish the superconducting properties locally. In high-Tc materials, most high angle grain boundaries create significant distortions on the length scale of the coherence length and thus act as "weak links" (areas of suppressed critical current) to current transport (Dimos et al. 1988; Dimos et al. 1990). For bulk applications where high current transport is required, weak links are detrimental to possible industrial applications. However, these high angle grain boundary weak links exhibit the Josephson effect that can be used for microelectronic applications. This thesis uses the Josephson properties of high angle grain boundaries to study the local current transport along Josephson junctions.

The Josephson effect is the macroscopic interaction of the superconducting wave function from one side of a junction interfering with the wave function from the other side of a junction. The interference of the two wave functions is extremely sensitive to magnetic fields. The current response to an applied magnetic field can be used as a
magnetic field detector and has been used to fabricate a device known as a SQUID (superconducting quantum interference device). SQUIDs can detect magnetic field variations four orders of magnitude better than any existing technology for magnetic field sensing, and are currently used for biomagnetic applications in the medical field for magnetoencephalograms (MEG) and magnetocardiograms (MCG). These practical applications, along with possible new applications for SQUIDS in the wireless communications industry as high-Q filters, have prompted significant research into the fundamental understanding of Josephson junctions.

One of the most striking features of Josephson junctions is the large variation of their transport properties as reported in the literature. Junctions fabricated with identical processing parameters, and at times within the same batch, have shown two-three orders of magnitude variations in the maximum critical current capacity of the junction. For tilt grain boundary junctions, there are several orders of magnitude variation when the tilt angle is increased from 0° to 45° with these large variations yet to be completely understood. The bulk averaged transport data such as the critical current ($I_c$) and the normal state resistance ($R_n$) of grain boundary junctions have been exhaustively studied. The large variations in properties from sample to sample are often indirectly attributed to microstructure variations, local chemistry variations and recently to the symmetry of the order parameter. Unfortunately, there has never been a technique for determining how the current varies locally along the length of the junction. Therefore, most models
assume a current distribution and then indirectly make a correlation between current transport and microstructure and chemistry variations.

This thesis attempts, for the first time, to directly measure the local current transport along the length of a Josephson junction. A novel technique was developed using the Josephson relationship between current variation and an applied magnetic field. The relationship is a Fourier transform relationship where the Fourier modulus is measured experimentally. The technique for calculating the local current distribution involves restoring the phase with a phase retrieval algorithm. This is the standard phase retrieval problem familiar to many areas of physics. The large variations found for the local current distributions are explained in terms of microstructure variations and the underlying symmetry of the order parameter that is locked into the crystal structure of high-Tc superconductors.

This thesis first develops the relevant background information on superconductivity, high-Tc thin films, grain boundary junctions and ramp-edge Josephson junctions. The experimental procedures used to measure the transport data and study the microstructure are outlined and the phase retrieval technique is developed in detail. The experimental data on [001] oriented symmetric thin film 24° tilt grain boundaries, [001] asymmetric 45° tilt grain boundaries and ramp-edge Josephson junctions is detailed and explained in terms of microstructural models and the symmetry of the order parameter.
Chapter II. Background

II.1 Introduction

This chapter reviews the fundamental background information relevant to understand high T_c superconductor and Josephson junctions. The basic electromagnetic theory necessary for understanding the transport properties of high T_c superconductors is presented in terms of basic transport equations. The equations necessary for later discussions and data analysis are presented in detail.

II.2 Background

In 1908 Kamerlingh Onnes liquefied helium (4.2 K) (de Bruyn Outboter 1987). In 1911 he observed that upon cooling mercury to 4.2 K it appeared to loose all of its electrical resistance. This discovery initiated the study of a new class of materials called superconductors that lose their electrical resistance below some transition temperature, T_c. Since the discovery of superconductivity in 1911 many materials, both pure metals and alloys, have been found to be superconductors at low temperature. In 1957 a theory put forth by Bardeen, Cooper and Schieffer, commonly referred to as BCS theory, was able to consistently explain most of the known properties of superconductivity (Bardeen et al. 1957). In 1986 Bednorz and Müller discovered a La-Ba-Cu-O material with a perovskite structure and a superconducting transition temperature (T_c) of 30 K (Bednorz
et al. 1986). This discovery paved the way for a flood of research activity into high-$T_c$ complex oxide superconductors.

Lanthanum (La) was eventually replaced by yttrium (Y) to create the new compound YBa$_2$Cu$_3$O$_{7-x}$ (YBCO) with a $T_c$ of 92 K (Wu et al. 1987). The discovery of YBCO was significant because its transition temperature was above the boiling temperature of liquid nitrogen (77 K) making practical superconducting applications economically feasible.

Since the discovery of YBCO, many new oxide superconductors have been discovered with higher $T_c$ values, but none have been as extensively studied as YBCO. The primary reason for the research effort behind YBCO is that high quality epitaxial films with critical current densities in excess of $10^5$ A/cm$^2$ at 77 K necessary for potential microelectronic device applications can be fabricated.

II.3 Superconductor Electrical Transport Properties

The loss of all electrical resistance below a transition temperature ($T_c$) denotes the onset of superconductivity. In 1956, L.N. Cooper determined that electrons in superconducting systems at a temperature below $T_c$ tend to form pairs (called Cooper pairs) to reduce the total energy of the system (Cooper 1956). The pair consists of two
electrons with opposite spin. They have a mass of $2m$ ($m$ is the mass of an electron) and a total charge of $2e$ ($e$ is the charge of an electron). All electrons in a single crystal superconductor exist in a single quantum state described by a complex order parameter $\psi$ containing a phase factor $\theta$ and a modulus $|\psi_0|$ where:

$$\psi = |\psi_0| \exp(i\theta). \quad (2.1)$$

The density of superconducting electrons ($n_s$) is equal to the square of the order parameter,

$$n_s = |\psi|^2. \quad (2.2)$$

The parameter $\psi$ is zero above $T_c$ and increases continuously as the temperature falls below $T_c$. At temperatures below $T_c$, the paired electrons are said to be "correlated" over a mean distance called the coherence length because they maintain phase coherence with each other. Strictly defined, the coherence length ($\xi$) can be written as:

$$\xi = \frac{h \nu_f}{2\Delta \pi^2} \quad (2.3)$$

where $2\Delta$ is the energy gap and $\nu_f$ is the Fermi velocity and $h$ is Planck's constant. The coherence length is the distance over which the order parameter can vary appreciably and
is considered a fundamental length in superconductors. The coherence length for most low-\(T_c\) materials is on the order of 10-100 nm. The coherence length for YBCO is 15 Å in the a-b plane and 3 Å in the c-plane (Oh et al. 1988; Welp et al. 1989). In general, the coherence length for high-\(T_c\) superconductors is significantly shorter (usually an order of magnitude) than in low-\(T_c\) superconductors.

II.4 Magnetic Properties

A perfect superconductor is a material that exhibits two characteristic properties, the loss of all resistance below a transition temperature and perfect diamagnetism. Perfect diamagnetism means that a superconductor does not permit an externally applied magnetic field to penetrate into its interior. Superconductors that totally exclude an applied magnetic field are known as Type I superconductors. Type II superconductors exclude an applied magnetic field when the field strength is low, but only partially exclude the field at higher strengths. In the region of partial expulsion of the magnetic field the superconductor is not in a perfect diamagnetic state but rather a complex mixed state. In general, the superconducting elements are Type I superconductors and alloys and compounds are Type II superconductors (Poole et al. 1995).
II.4.1 Type I. Superconductors

A Type I superconductor is one that exhibits perfect diamagnetism which means that the susceptibility $\chi = -1$. Thus from Maxwell's equations;

$$B = \mu_o H(1 + \chi) = 0$$

$$= \mu_o (H + M)$$

$$M = -H$$

where $M$ is the magnetization and $H$ is the magnetic field. From equation (2.4), the magnetization $M$ is oriented in the opposite direction of the applied field ($H$) and thus cancels the internal field resulting in a zero field condition inside the superconductor. The requirement that the magnetic field be zero inside a Type I superconductor results in two important consequences of perfect diamagnetism: Flux exclusion and flux expulsion.

Flux exclusion is when a Type I superconductor in the normal state is cooled below $T_c$ in a zero magnetic field environment. When a magnetic field is applied the superconductor excludes the magnetic field from penetrating the material thus maintaining the zero internal field requirement.

Flux expulsion is when a Type I superconductor is placed in a magnetic field at a temperature above $T_c$ where the material is in a normal state. Above $T_c$, the magnetic field will completely penetrate the sample and have almost the same value inside the material as outside. If the sample is cooled below $T_c$ in the presence of the applied...
magnetic field, the field will be expelled from the material to maintain the zero internal field requirement. This phenomenon is known as the Meissner effect.

II.4.2 Type II Superconductors

Type II superconductors behave the same as Type I superconductors for field strengths below a critical field strength $H_{c1}$ ($H_{c1}$ for YBCO = 200 Gauss) (Poole et al. 1995). Thus for field strengths below $H_{c1}$, Type II superconductors act as perfect diamagnets and completely exclude applied magnetic fields. For a Type II superconductor above $H_{c1}$, it becomes energetically more favorable for the superconductor to allow magnetic flux penetration into the sample and to form domain walls between superconducting and normal regions containing trapped flux (Poole et al. 1995). Therefore, above $H_{c1}$, magnetic flux is able to penetrate the superconductor in quantized units by forming cylindrically symmetric domains called vortices. The magnetic field inside a Type II superconductor is strong in the normal cores of the vortices and decreases exponentially with distance from the cores. As the magnetic field is increased above $H_{c1}$ the number of vortices, and thus the volume of normal regions, increases. Eventually a magnetic field strength is reached ($H_{c2}$) above which the vortices have overlapped and formed a continuous normal region with magnetic flux completely penetrating the material. Therefore, above $H_{c2}$, a Type II superconductor is in the normal state and is no longer superconducting.
Below $H_{c1}$, the internal magnetic field in a perfect diamagnetic superconductor is defined to be zero, however in the neighborhood of a boundary, edge effects can result in non-ideal diamagnetism for a small region of the superconductor near the interface. Specifically, at the interface between a superconductor and a normal material, the magnetic field decreases exponentially with increasing distance from the interface into the superconductor. The variation of the magnetic field with position ($H(x)$) from the interface can be written as:

$$H(x) = H_0 \exp\left(\frac{-x}{\lambda_L}\right)$$  \hspace{1cm} (2.5)

where $H_0$ is the externally applied magnetic field value and $H(x)$ is the value of the magnetic field a distance ($x$) from the interface and $\lambda_L$ is defined as the London penetration depth and is considered a fundamental length scale and material property for superconductors. Figure 2.1 shows a schematic of the magnetic field intensity variation near the boundary between a superconducting and normal region. The penetration depth can be thought of as the distance from the surface that the magnetic field penetrates inside a perfect diamagnetic superconductor. The penetration depth varies as a function of temperature and can be written as:

$$\lambda_L(T) = \lambda_0 \left[1 - \left(\frac{T}{T_c}\right)^4\right]^{\frac{1}{2}}$$  \hspace{1cm} (2.6)
Figure 2.1 Schematic of the decay of a magnetic field penetration into a superconductor from the surface.
where $\lambda_0$ is the penetration depth at 0 K and is an intrinsic property of the material.

Figure 2.2 shows the variation of the penetration depth with temperature. Note that as $T \to T_c$ the length of the penetration depth approaches infinity and thus at $T_c$ the magnetic field completely penetrates the sample and the material is no longer superconducting.

### II.4.3 Temperature Variation of Critical Fields

The critical field values $H_{c1}$ and $H_{c2}$ for a Type II superconductor vary as a function of temperature. The functional form of $H_c(T)$ is approximated as a power law written as:

$$H_c = H_c(0) \left[ 1 - \left( \frac{T}{T_c} \right)^n \right]$$

(2.7)

where $n = 2$ and is plotted in figure 2.3. For a Type II superconductor, the magnetic field behavior as a function of temperature can be plotted as a phase diagram with a two phase "mixed" region separating two single phase regions with the triple point at $T_c$ (see figure 2.4).
Figure 2.2 Variation of the penetration depth with temperature of YBCO.
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Figure 2.3 Schematic of the temperature variation of the critical field $H_c$ for a superconductor. The first critical field value for YBCO is 200 Gauss.
Figure 2.4 Schematic of the Meissner, Mixed and Normal state regions in high-$T_c$ superconductor.
In 1962 Brian Josephson predicted that Cooper pairs in a superconductor could tunnel across a thin insulating layer without a bias across the barrier (Josephson 1962). Anderson and Rowell verified the prediction in 1963 (Anderson et al. 1963). The superconductor-barrier-superconductor structure that exhibits the Josephson effect is known as a Josephson junction.

All electrons in a superconductor at a temperature below the transition temperature share a common phase and can be described by a single wave equation (Barrone et al. 1982)

$$\Psi = n_s^{1/2} \exp(i\phi)$$  \hspace{1cm} (2.8)

where $\phi$ is the phase common to all electrons in the superconductor and $n_s$ is the electron density ($|\Psi|^2$). Considering the two superconductors of figure 2.5, when the superconductors are far apart the phase of each superconductor can change independently. If the barrier is too thin it is possible for coherence to be maintained across the barrier and thus the system behaves as one superconductor. As the superconductors are brought closer together they reach a distance at which Cooper pairs can flow from one superconductor to the other. The long-range order of the superconductor is transmitted across the boundary and the phase of each is said to be
Figure 2.5 Schematic of Josephson junction geometry showing two superconducting electrodes separated by a thin barrier layer. The junction length in the (x) direction is shown.

\[ J = J_0 \sin(\theta) \]

\[ \theta = \theta_{\text{right}} - \theta_{\text{left}} \]
"correlated" across the boundary. The resulting current of Cooper pairs \( J \) tunneling across the barrier is related to the phase difference of the two superconductors by:

\[
J = J_c \sin(\phi)
\]  

(2.9)

\[
\phi = \phi_l - \phi_r
\]  

(2.10)

Where \( \phi_l - \phi_r \) is the difference between the phase on the left and right hand side of the junction (see figure 2.5).

Josephson derived five differential equations that relate the difference in the superconducting macroscopic wave-function phase across the Josephson barrier layer. In conjunction with equation (2.9) the four remaining equations of motion can be written as:

\[
\frac{\partial \phi}{\partial x} = 2\pi d \frac{B_y}{\Phi_0}
\]  

(2.11)

\[
\frac{\partial \phi}{\partial y} = 2\pi d \frac{B_x}{\Phi_0}
\]  

(2.12)

\[
\frac{\partial \phi}{\partial t} = \frac{4\pi eV}{h}
\]  

(2.13)
where \( C \) is the capacitance per unit area of the junction, \( V \) is the junction voltage, \( H \) and \( B \) are the magnetic field components \( (B = \mu_0 H) \), \( d \) is the junction width and \( \Phi_0 \) is defined as one flux quanta \( \left( \frac{h}{2e} \right) \).

II.6 Magnetic Field Behavior of Josephson junctions

This thesis will consider experimentally the direct current (d.c.) steady state transport measurements of Josephson junctions. The mathematical details of the steady state will be considered in this section.

The five equations of motion that describe the transport process in a Josephson junction suggest that the phase difference across a junctions \( (\phi) \), and thus the current crossing the junction, can be modified by an applied magnetic field \( (H) \). If a steady state is assumed \( \left( \frac{\partial}{\partial t} \right) = 0 \), then equation (2.12 and 2.13) are equal to zero. If the thickness of the junction is negligible, as is the case for a thin film junction, the phase difference in the y direction \( \left( \frac{\partial \phi}{\partial y} \right) \) can be assumed to be zero. Therefore equation (2.11) can be integrated and written as;

\[
\frac{\partial H_x}{\partial x} - \frac{\partial H_y}{\partial y} = J_z + C \frac{\partial V}{\partial t}
\]  

(2.14)
\[ \phi(x) = 2\pi d \frac{B}{\Phi_o} x + \phi_o \] (2.15)

where \( d \) is the thickness of the barrier, \( x \) is the position along the boundary perpendicular to the magnetic field and \( \phi_o \) is an integration constant. From equation 2.15, for a constant magnetic field, the phase varies linearly with position along the length of the junction.

Substituting equation (2.15) into equation (2.9), the current density along the boundary becomes:

\[ J(x) = J_o(x) \sin \left( 2\pi d \frac{B}{\Phi_o} x + \phi_o \right) \] (2.16)

From equation (2.16), the current crossing the boundary layer is modulated in a sinusoidal fashion by both the magnetic field and the position along the boundary in the \( x \) direction (see figure 2.5 for the definition of the \( x \) direction). If the local current density \( J_o(x) \) from equation (2.16) is assumed to be constant along the length of the junction \( (J_o(x) = \text{constant}) \), then integrating the current along the length of the boundary \( (L) \), the total current as a function of an applied magnetic field becomes:

\[ I_c(H) = I_{c,0} \left| \frac{\sin(\Phi/\Phi_o)}{(\Phi/\Phi_o)} \right| \] (2.17)
where the total current \( I_c = J/A \) and \( A \) is the cross-sectional area of the junction,

\[
\Phi_o = \left( \frac{h}{2e} \right) \quad \text{and} \quad \Phi = H\mu_0 y L d.
\]

Equation (2.17) is the Fraunhofer diffraction equation familiar to many areas of physics and is plotted in figure (2.6). It highlights the important similarities between the magnetic field behavior of Josephson junctions and the diffraction process.

The geometry of the junction plotted in figure 2.6 was assumed to be rectangular and the local current \( J(x) \) along the length of the junction was assumed to be constant thus simplifying to the Fraunhofer pattern. For a general boundary where \( J(x) \neq \) constant, the critical current as a function of an applied magnetic field is defined by the Fourier transform of the current density along the junction length:

\[
I_c(u) = \left| \int_{-\infty}^{\infty} J(x) \exp(iux) dx \right| \quad (2.18)
\]

\[
u = \left( 2\lambda_L + d \right) \frac{2\pi H}{\Phi_o} \quad (2.19)
\]

where \( x \) is the distance along the junction, \( \lambda_L \) is the London penetration depth \( (\lambda_L \approx 140 \text{ nm for YBCO}) \) and \( d \) is the thickness of the junction barrier (Josephson 1962).
Figure 2.6 Critical current oscillations as a function of an applied magnetic field for an ideal Josephson junction with $J(x) = \text{constant}$ along the length of the boundary.
Equation (2.18) suggest that it may be possible to obtain information about the local current \( J(x) \) by measuring \( I_c(u) \). This relationship will be exploited in later chapters.

II.7 Current Voltage Characteristics

Stewart and McCumber modeled the d.c. driven current-voltage characteristics of Josephson junctions using a resistively shunted junction model (RSJ model) where a Josephson element, capacitive element and a resistive element are placed in parallel (see figure 2.7)(Stewart 1968; McCumber 1968).

The total current flowing through the circuit as a function of time is:

\[
I(t) = I_c \sin(\phi(t)) + GV(t) + C \frac{dV(t)}{dt}
\]  

(2.20)

Rearranging the terms, it is possible to write:

\[
\beta_c = \left( \frac{4\pi e}{h} \right) \left( \frac{I_c C}{G^2} \right)
\]  

(2.21)

\[
\theta = \frac{2eI_c t}{hG}
\]  

(2.22)
Figure 2.7 Schematic of R.S.J. circuit diagram with a resistive element, capacitive element and a Josephson element all in parallel.

\[ G = 1/R \]

\[ C = \text{Capacitance} \]
Then equation (2.20) can be written as:

\[
\frac{I}{I_c} = \beta_c \left( \frac{d^2\phi}{d\theta^2} \right) + \left( \frac{d^2\phi}{d\theta^2} \right) + \sin(\phi) \tag{2.23}
\]

where \(\beta_c\) is known as the Stewart-McCumber parameter and is the ratio of the capacitance to conductance in the junction (Stewart 1968; McCumber 1968). High-\(T_c\) Josephson junctions can be modeled by a zero capacitance (\(C = 0, \beta_c = 0\)) R.S.J. model where the voltage drop across the boundary reduces to:

\[
V = I_c R_n \left( \left( \frac{I}{I_c} \right)^2 - 1 \right)^{\frac{1}{2}} \tag{2.24}
\]

where \(I_c\) is the critical current and \(R_n\) is the normal state resistance. Figure 2.8 shows a plot of equation 2.24 and highlights the general shape of a typical current-voltage response of a high \(T_c\) Josephson junction. The crucial information obtained from I-V data is the critical current (\(I_c\)) and the normal state resistance (\(R_n\)) which is the slope of the I-V curve in the linear region at high voltages.
Figure 2.8 R.S.J. model IV curve showing $I_c$ and the linear normal region.
II.8 Josephson Penetration Depth

Junctions that have large tunneling currents traversing them may have self-induced magnetic fields that modify the current density distribution along the length of the boundary. The Josephson penetration depth ($\lambda_J$) is defined as the distance from the edge of the junction that carries most of the tunneling current.

$$\lambda_J = \left( \frac{h}{4\pi e J_c (2\lambda_L + d)} \right)^{\frac{1}{2}}$$  \hspace{1cm} (2.25)

Equation (2.25) is used as the criterion for determining if self-field effects are important. Junctions are usually classified as long or short junctions, and are considered long if the width of the junction ($W$) is larger than $4\lambda_J$. Junctions wider than $4\lambda_J$ have most of the current contained at the edges of the junction. A large edge current can induce a magnetic field at the center of the junction and decrease the phase difference ($\phi$) across the barrier. Junctions that have widths of less than $4\lambda_J$ are considered short junctions. Self-induced magnetic fields are assumed to be negligible in the short junction limit and thus the magnetic field along the length of the junction is believed to be uniform and constant. For YBCO, if the junction width is less than $= 5 \mu m$ the junction is within the short junction limit and self-field effects can be ignored.
Chapter III. YBa$_2$Cu$_3$O$_{7-x}$

The highly directional properties and fabrication difficulties encountered while working with high-$T_c$ superconductor are directly attributable to their complex crystal structures. It is important to understand the crystal structure of YBCO and the resulting stoichiometric relationships to be able to understand the transport properties of YBCO grain boundaries and how the transport properties across gain boundaries can be related to microstructural and chemical variations.

III.1 YBa$_2$Cu$_3$O$_{7-x}$ Structure

In 1987 Wu and co-workers discovered a compound YBa$_2$Cu$_3$O$_{7-x}$ (YBCO) with a $T_c$ of 92 K (Wu et al. 1987). The discovery of YBCO was significant because its transition temperature was above the boiling temperature of liquid nitrogen (77 K). YBCO has been extensively studied because of its high transition temperature and the ease with which high quality epitaxial films can be grown.

YBa$_2$Cu$_3$O$_{7-x}$ (YBCO) has an oxygen deficient perovskite structure (see figure 3.1). The crystal structure of the superconducting phase is orthorhombic (Pmmm symmetry, a≠b) with lattice parameters for $x=0.07$: $a=3.82$ Å, $b=3.89$ Å and $c=11.68$ Å. YBa$_2$Cu$_3$O$_{7-x}$ is a non-stoichiometric oxide where the properties are
Figure 3.1 YBa$_2$Cu$_3$O$_{7-x}$ oxygen deficient orthorhombic crystal structure.
dependent on the oxygen content. The oxygen varies for \( x = 0 \) to \( x = 1 \) with a orthorhombic to tetragonal (P4/mmm) phase transition at \( x = 0.6 \). As the oxygen content changes from \( x = 0 \) to \( x = 1 \) the O(1) site oxygens (see figure 3.1) are removed while the O(2), O(3) and O(4) sites remain fully occupied (Jorgensen et al. 1987; Jorgensen et al. 1990; Marezio 1991; Cava et al. 1990).

YBCO is a Type II superconductor with highly anisotropic transport properties because of its complex crystal structure. The CuO planes, which are responsible for current transport, are highly coupled in the a- and b- directions and weakly coupled in the c- direction. Thus there are large variations in transport properties between the c- direction and the a- and b- directions. Due to the very small variation between the a- and b- axis lattice parameter (\( a = 3.82 \) Å, \( b = 3.89 \) Å), the a- and b- axis directions are usually not distinguished from one another when referring to material properties. However, the properties are often cited separately for the a-b direction and the c- direction.

The superconducting transition temperature (\( T_c \)) is dependent on the oxygen stoichiometry. The orthorhombic to tetragonal phase transition is related to the dependence of \( T_c \) on oxygen content. The orthorhombic phase is the superconducting phase while the tetragonal phase is semiconducting. Figure 3.2 shows the dependence of \( T_c \) on oxygen content for YBCO. Cava et al. (Cava et al. 1990) proposed that the CuO planes are responsible for carrying the supercurrent. Each unit
Figure 3.2 $T_c$ vs. oxygen content for YBCO. (from Marezio et al. 1991)
cell has two CuO$_2$ planes that carry the supercurrent with the O(2) and O(3) oxygen and two CuO planes that act as charge reservoirs that supply the conduction planes with carriers. As the oxygen content is decreased, oxygen from the CuO chains are removed until there are no O(1) sites occupied. The two plateau behavior of YBCO shown in figure 3.2 has been attributed to a change in valence of the Cu(2) atoms which lie in the CuO$_2$ planes. Understanding the variation of $T_c$ with oxygen stoichiometry can be important since local deviations of the oxygen content due to defects and grain boundaries can cause local areas of suppressed $T_c$ (Marezio et al. 1991).

### III.2 YBa$_2$Cu$_3$O$_{7-x}$ Thin Films

The growth of thin YBCO films has been extensively studied by numerous research groups (Buchholz et al. 1994; Duray et al. 1991; Huang et al. 1998; Scholm 1992a; Schlom et al. 1992b). Thin epitaxial films have been grown in various orientations on many different substrates and using a variety of different growth techniques including chemical vapor deposition, co-evaporation, pulsed laser ablation and e-beam evaporation (Chaudhari et al. 1987; Giess et al. 1990; Hollmann et al. 1994; Schieber 1991a; Schieber 1991b). Studies using atomic force microscopy (AFM) and transmission electron microscopy (TEM) have examined the growth mechanism for YBCO thin films (Streiffer et al. 1990; Mannhart et al. 1993). The growth of YBCO in the a-b plane is significantly faster than in the c-axis direction.
During the early stages of film growth small nuclei are formed that are 2-3 unit cells high which propagate and grow in the a-b direction. These steps act as favorable ad-sites for the depositing film.

YBCO film growth has been shown to be highly sensitive to substrate defects sites such as steps or dislocations that act as nucleation sites. Atomic force microscopy work by Mannhart et al. showed screw dislocations emanating from the substrate's surface defects (Mannhart et al. 1993). This type of growth is believed to be the result of disruptions at the substrate surface caused by the substrate defects, followed by incoherent growth of the film around the nuclei. The screw dislocations propagate through the film by ledge growth which spiral upward as the film grows laterally. Mannhart et al. resolved the ledge height to be 11 Å (which is approximately one unit cell height in the c-direction) with scanning tunneling microscopy (STM) (Mannhart et al. 1993). This growth mechanism has been termed step flow growth since it is neither layer-by-layer growth, Stranski-Krastanov (S-K) growth or island growth. The step flow growth mode has been observed with YBCO films grown on numerous substrates, therefore seems to be independent of the substrate. The spiral ledge growth (step-flow) is important to grain boundaries since the lateral growth of the spirals cause an overgrowth of the boundary plane and result in a meandering grain boundary that will be discussed later.
This section will detail the current understanding of YBCO Josephson junctions and grain boundary transport. YBCO is a Type II superconductor with highly anisotropic properties due to the crystal structure and the conduction along the CuO planes. The basic understanding of high-$T_c$ superconductors comes from work on low-$T_c$ materials. Most of the high-$T_c$ transport concepts were adapted from low-$T_c$ theories and have been subsequently modified to fit existing experimental data.

The current carrying capacity of a superconductor is a fundamental concern for potential industrial applications of high-$T_c$ superconductors. It was found by Ekin et al. that grain boundaries act as weak links in polycrystalline high-$T_c$ films (Ekin et al. 1987). Strictly defined, a weak link is a region of suppressed superconductivity. Any structural defect of the same length scale as the coherence length is capable of locally destroying superconductivity. The coherence length of YBCO is defined in equation (1.3) is $\xi_{a-b} = 1.25$ nm in the a-b plane and in the c-direction ($\xi_{c} = 0.3$ nm). High angle grain boundaries provide sufficient structural distortion locally to reduce the order parameter at the boundary and create a weak link. The weak link nature of grain boundaries is highly detrimental to high current carrying applications such as power transmission lines where a maximum current must be driven along the wire. High-$T_c$ research in high current carrying superconductors has led to the study
of low angle grain boundaries and single crystals with relatively high current carrying capacities.

The transport properties of high-\(T_c\) grain boundaries were found to depend sensitively on the misorientation angle of the boundary. The critical current crossing a grain boundary as a function of boundary orientation \(J_c(\theta)\) has been studied for thin film [001] tilt grain boundaries. Figure 3.3 shows the basic bicrystal tilt grain boundary geometry. For a given boundary symmetry, the supercurrent \(J_c\) crossing the boundary was found to decrease approximately exponentially with increasing misorientation \(\theta\) from 0° to 45° (see figure 3.4). Ivanov and coworkers found that besides the angular dependence of the current on the grain boundary plane, the relative orientation of the grain boundary with respect to the bicrystal substrate has a significant influence on \(J_c\) (Ivanov et al. 1991a; Ivanov et al. 1991b). Dimos and coworkers studied [100] twist and [100] tilt boundaries and found that the angular dependence of the current \(J_c(\theta)\) was the same as that found for [001] tilt boundaries (Dimos et al. 1991; Gross 1992; Ivanov et al. 1991a; Ivanov et al. 1991b; Mannhart et al. 1998).

III.4 Magnetic Properties

Grain boundaries with misorientation angles between \(\approx 15°\) and 45° were found to exhibit the Josephson effect which may be potentially useful in
Figure 3.3 Schematic of the bicrystal geometry where a substrate with a tilt grain boundary with a misorientation of $\theta$ is used as a template for thin film growth.
Figure 3.4 Critical current as a function of misorientation angle ($J(\theta)$).
(from Mannhart et al. 1998 top and Dimos et al. 1991)
microelectronic applications. The critical currents in high-Tc grain boundaries show large variations with an applied magnetic field which is angular dependent. Low angle grain boundaries (less than ~ 15°) are insensitive to an applied magnetic field. For misorientation angles above 15° Josephson oscillations of the current are observed. The magnetic field dependence of the critical current across thin film grain boundary junctions has been studied by numerous groups (Beck et al. 1996; Carmody et al. 1999; Carmody et al. 2000; Daumling et al. 1992; Froehlich et al. 1995; Humphreys et al. 1993a; Humphreys et al. 1993a; Lathrop et al. 1991; Mannhart et al. 1996; Mayer et al. 1993; Nesher et al. 1997; Rosenthal et al. 1991; Sarnelli et al. 1993b; Sarnelli et al. 1993c; Schuster et al. 1993; Xiu et al. 1999). For tilt angles near 15° the magnetic field oscillates in a Fraunhofer type behavior (Humphreys et al. 1993; Nesher et al. 1997). As the tilt angle is increased, variations in the magnetic field patterns are observed to increase until at 45° the patterns observed are often non-Fraunhofer in shape with large maximum currents located at H ≠ 0 (Copetti et al. 1995; Hilgenkamp et al. 1996; Mannhart et al. 1996a; Mannhart et al. 1996b).

Mannhart and coworkers have extensively studied the magnetic field behavior of 45° tilt grain boundaries. They have reported a distinct difference in the magnetic field patterns between symmetric and asymmetric grain boundary configurations. They report that 45° [001] asymmetric tilt grain boundaries in YBCO show large variations from the ideal Fraunhofer pattern with J_c ~ 0 at zero applied magnetic field (H = 0), and that symmetric 45° boundaries have magnetic field patterns with the maximum J_c (J_{c, max}) at H = 0 similar to the ideal Fraunhofer pattern. Copetti and coworkers have
reported similar results with some of their asymmetric 45° grain boundaries showing \( J_{c,\text{max}} \) at magnetic fields other than zero while some of their data suggest that \( J_{c,\text{max}} \) for asymmetric 45° boundaries is at \( H = 0 \) (Copetti et al. 1995). Recent work by Mannhart et al. showed the dominant role that the symmetry of the order parameter has in controlling the current response in 45° tilt boundaries (Mannhart et al. 1996; Mannhart et al. 1998; Mannhart et al. 1999). Chapter IV will outline the important concepts of d-wave symmetry and highlight the aspects relevant to transport along high-T\(_c\) grain boundaries.

Studies of the current response for YBCO grain boundary junctions at high magnetic fields (1-5 T) show oscillations of the current at high magnetic fields (Daumling et al. 1992; Froehlich et al. 1995; Sarnelli et al. 1993a; Sarnelli et al. 1993b; Sarnelli et al. 1993c). These oscillations have been explained in terms of small length scale inhomogeneities along the length of the grain boundary. These measurements suggest that the current can vary locally at near angstrom (Å) length scales for grain boundary junctions. Calculations of the correlation function from magnetic field data also suggests current variations on the sub-nanometer length scale (Alff et al. 1994; Beck et al. 1996; Froehlich et al. 1995a; Froehlich et al. 1995b; Schuster et al. 1993; Xiu et al. 1997; Zappe 1975).
The temperature dependence of $J_c$ across a grain boundary changes almost linearly over a wide temperature range. At temperature near $T_c$, the thermal energy exceeds the Josephson coupling energy, causing thermally activated phase slippage (TAPS) of the phase angle by $2\pi$ which manifests as boundary resistance below $T_c$. The boundary resistance can be identified as a foot structure in a RT curve of the grain boundary (Gross 1992). The resistance transition can be used to understand the critical temperature as well as some of the normal state properties of the grain boundary. The RT curve of a grain boundary usually has two distinctive transitions. As the temperature of the junction is increased from low temperatures, the grain boundary will transform from a superconducting state to a resistive state (if the boundary is a weak link). As the temperature is increased further, the two adjacent grains will transform from a superconducting state to a resistive state.

Theoretically the phase transition from the superconducting state to the non-superconducting state is an abrupt transition, however experimentally it has been shown that the onset of superconductivity is often gradual. Bednorz and Muller reported a gradual decrease in resistivity near $T_c$ in their first article on the new superconductors (Bednorz et al. 1986). Recent work on single crystal YBCO has shown a sharp transition of approximately 0.3 K at $T_c$. Factors such as alloying elements, crystal strain and microstructure play a key role in determining the
abruptness of the superconducting transition. The foot-structure resistance across a single grain boundary has been modeled by Liu and co-workers as a series of thermally activated conduction channels (Liu et al. 1995).

III.6 Current-Voltage Characteristics

Most high angle grain boundary junctions with misorientation angles between 15° and 45° can be modeled as a strongly coupled SNS (superconductor-normal-superconductor) junction (Mannhart et al. 1988). The basic transport behavior is that of a zero capacitance \( (C = 0, \beta_c = 0) \) resistively shunted junction (RSJ) model described in Chapter II. The shape of the I-V curve follows a standard RSJ type model as plotted in figure 2.8. The basic I-V measurement gives the critical current \( (I_c) \) of a particular cross-section of boundary. The measurement is performed with the current being ramped up across the boundary until a specific offset voltage is measured (typically 1 \( \mu \)V). Voltages above the offset voltage define the normal state of the material. The weak-link nature of grain boundaries was first identified by I-V measurements. The normal state resistance \( (R_n) \) can be determined from the slope of the I-V curve at high voltages. The \( I_cR_n \) product is considered a characteristic value of a junction and is used as a key design parameter. The normal state resistance is usually considered independent of temperature and thus most of the variation of the \( I_cR_n \) product is due to the variation of \( I_c \) with temperature.
The shape of the I-V curve can be indicative of the type of junction behavior. Most high angle grain boundaries can be described as RSJ junctions. When the zero capacitance assumption is enforced, the voltage onset is sharp. At higher temperatures, near $T_c$, the voltage onset can become more rounded indicating a flux-flow type behavior as opposed to the RSJ-type behavior.

The maximum supercurrent that can be driven across a grain boundary $I_c$ varies as a function of temperature between 0 Kelvin and $T_c$. The temperature variation of the critical current $I_c(T)$ can be used to analyze the junction type. Ambegaokar et al. demonstrated that the scaling behavior of a junction can identify the difference between low-$T_c$ S-N-S and S-I-S junctions (Ambegaokar et al. 1963). The temperature dependence of the critical current for a grain boundary junction can be written as

$$I_c(T) = I_{c,0} \left( 1 - \frac{T}{T_c} \right)^n. \quad (3.1)$$

According to Ambegaokar and Baratoff, the temperature dependence of the critical current for a superconductor-normal metal-superconductor (S-N-S) junction can be modeled with $n = 2$. For a superconductor-insulator-superconductor (S-I-S) junction, the $I_c(T)$ behavior can be modeled with $n = 1$. The critical current as a function of temperature for most high-$T_c$ grain boundary junctions can be modeled with $n = 2$.
indicating a thin normal region at the grain boundary. However, the boundary structure is often complex with no clear normal layer identifiable.

III.7 Grain Boundary Structure

A general grain boundary has five macroscopic degrees of freedom (DOF) which can be represented by (a) a magnitude of the relative rotation $\theta$ that would bring the grains into perfect registry, (b) the axis of relative rotation, and (c) the orientation of the boundary (Merkle et al. 1990; Merkle et al. 1991; Wolf et al. 1989). When the axis of rotation is perpendicular to the boundary, a pure "twist boundary" is formed which consists of a grid of pure screw dislocations. When the axis of rotation is parallel to the boundary plane, a pure tilt boundary is formed which consists of an array of pure edge dislocations.

The transport properties of a grain boundary can vary due to the structural features along the boundary. Variations of the structure on the same length scale as the coherence length can cause disruption of the phase coherence across the boundary and thus vary the current transport along the boundary. On the macroscopic scale, precipitates and boundary phases can cause interruptions of the current flow along the boundary.
On the microscopic scale, variations near the length scale of the coherence length can cause interruptions of current flow. Microstructural investigations of YBCO grain boundaries using TEM techniques have found significant variations along the length of the grain boundary. The boundary structure of high-\(T_c\) low angle tilt boundaries (\(\theta < 15^\circ\)) follow standard dislocation theory (Chisholm et al. 1989; Gao et al. 1991). To accommodate the lattice mismatch at the boundary, an array of discrete edge dislocations is formed. The dislocations are separated by well lattice matched regions. For symmetric pure tilt boundaries (see figure 3.5) the spacing of the edge dislocations can be written as:

\[
D = \frac{b}{2\sin(\theta/2)}
\]  

(3.2)

where \(\theta\) is the tilt angle, \(b\) the Burgers vector and \(D\) the dislocation spacing.
Figure 3.5 Symmetric and asymmetric tilt geometry with tilt angle $\theta$. 
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Models have been put forth that correlate the decrease in critical current across a grain boundary with increasing grain boundary tilt and the spacing of the accompanying dislocations where the current density crossing the grain boundary plane $J_{GB}$ can be written as:

$$J_{GB} = J_{\text{grain}} \frac{(D - 2r_m)}{D} \quad (3.5)$$

where $D$ is the spacing between dislocations and $r_m$ is the radius of the grain boundary core (Dimos et al. 1990; Chisholm et al. 1991).

For high angle boundaries ($\theta > 15^\circ$) the dislocations merge and form a continuous layer which in many cases is highly inhomogeneous. The general microstructure along high angle grain boundaries has three distinct structural characteristics; precipitates, faceting and meandering (Alarco et al. 1993; Babcock et al. 1988; Babcock et al. 1989; Batson 1993; Browning et al. 1998; Chang et al. 1990; Chan 1994; Chisholm et al. 1989; Chisholm et al. 1991; Dimos et al. 1988; Dravid et al. 1993; Gao et al. 1991; Jia et al. 1992; Kabius et al. 1994; Kroeger et al. 1998; Laval et al. 1991; Miller et al. 1995; Nakahara et al. 1987; Nucker et al. 1989; Nucker et al. 1990; Ravi et al. 1990; Rosner et al. 1992; Seo et al. 1995; Traeholt et al. 1994; Tsu et al. 1998; Vuchic et al. 1996; Wen et al. 1999; Yu et al. 1997; Zandbergen et al. 1988).
Various oxide precipitates (usually a copper oxide or yttrium oxide depending on the growth method of the film) have been reported to decorate the length of the grain boundary for YBCO films. The precipitates can disrupt the current flow along the length of the boundary. However, most microstructural work has reported precipitates along only a small fraction of the boundary length.

Thin film grain boundaries generally do not follow the template of the bicrystal substrate, rather they meander typically on a length scale similar to that of the film thickness. The meandering is due to the overgrowth and interpenetrating islands of YBCO across the grain boundary plane (Miller et al. 1995). Figure 3.6 shows a schematic of the boundary meandering. To accommodate for the boundary meandering, thin film YBCO grain boundaries form facets. The orientation and length of the facets is dependent on the extent of boundary meandering, the orientation of the adjacent grains, the substrate, defects and film growth conditions. The faceting takes place in three dimensions and has been observed in most YBCO grain boundaries. YBCO grain boundaries usually consist of facets with orientations corresponding to the bicrystal misorientation and the low-index planes of one of the grains such as (100) or (110) type facets. The length of the individual facets is typically < 100 nm. Recent work has been shown that the rate of the film growth can
Figure 3.6 Schematic of grain boundary meandering along straight bicrystal substrate.
be used to control the length of the facets with slower growth rates producing longer facet lengths (Zhang et al. 1996).

III.8 Twin Boundaries

YBCO forms (110) type twins where the a- and b- axes reverse in order to relieve strain upon cooling through the tetragonal to orthorhombic phase transition. Thin films in YBCO can be highly twinned because of the structural constraint of the substrate. Twin boundaries in YBCO were studied extensively and were shown not to exhibit any weak link behavior such as a reduced critical currents relative to the bulk (Fleshe et al. 1993; Gyorgy et al. 1990; Kwok et al. 1990; Welp et al. 1994). Therefore, twin boundaries should not effect the Josephson junction current measurements of this study. However, twin boundaries can act as pinning sites for magnetic flux and thus can increase the critical current density for samples in low magnetic fields.

III.9 Grain Boundary Chemistry

The transition temperature of YBCO and therefore the critical current has been shown to be strongly dependent on the oxygen content (Marezio et al. 1991). In general, the chemical content of the grain boundary is very significant in controlling the transport properties along the boundary. Variations in the boundary stoichiometry
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can result in secondary phases or precipitates forming along the boundary plane which can act to disrupt supercurrent flow. Several studies confirm stoichiometric variations at the grain boundary. Auger electron spectroscopy revealed that the grain boundary plane tended to be rich in Cu and deficient in O relative to the adjacent grains (Babcock et al. 1989; Chiang et al. 1988; Kroeger et al. 1988). Babcock et al. and Shin et al. used energy dispersive spectroscopy (EDS) to study the local boundary composition with a 5-8 nm spatial resolution revealing the grain boundary was Cu rich and O deficient at various locations along the boundary (Babcock et al. 1988; Babcock et al. 1989; Shin et al. 1989).

Nücker correlated the oxygen content and the oxygen pre-edge structure using electron energy loss spectroscopy (EELS) (Nucker et al. 1989; Nucher et al. 1990). The hole carriers were determined to be at the oxygen O(4) sites. The local hole carrier concentration along the boundary plane was determined using parallel electron energy loss spectroscopy (PEELS) by various groups (Babcock et al. 1994; Batson 1993; Browning et al. 1992; Dravid et al. 1993; Zhu et al. 1993b). PEELS work by Browning et al. on symmetric and asymmetric tilt boundaries found significant difference between the two. Asymmetric boundaries were found to be oxygen depleted while no oxygen depletion was found for symmetric boundaries. This work suggested that there could potentially be significant differences in transport data between symmetric and asymmetric grain boundaries, however, no transport measurements of the samples used for the study were performed. Dravid et al.
studied the hole carrier concentration along the length of the grain boundary plane (Dravid et al. 1993). Both symmetric and asymmetric boundaries with various misorientation angles have been studied.

The variation of the oxygen content between the two adjacent grains and the grain boundary plane as well as the variation of the oxygen content along the length of the boundary indicate the strong role that the local stoichiometry plays in determining the transport properties of the grain boundary. Unfortunately, little direct correlation work between transport properties and local chemistry has been performed. Also, little work has been reported that elucidates the difference between local microstructure effects and local chemistry effects on boundary transport.

III.10 Grain Boundary Transport Models

Attempts have been made to model the transport data of high temperature grain boundaries using microstructural information. Many models are capable of describing some of the reported transport data, however, none are completely successful at describing all of the known data. Most models are based on empirical data and thus lack the power of direct correlation. The first model was proposed by Dimos et al. who argued that the critical current density was proportional to the spacing of the dislocations along the grain boundary because the dislocation cores produced significant structural disorder on the length scale of the coherence length.
and thus destroyed the superconductivity locally (Dimos et al. 1988). Consequently, as the tilt angle of a boundary is increased, the density of dislocations also is increased. Therefore the spacing between dislocations decreases resulting in a reduction of $I_c$ with increasing tilt angle. TEM work confirmed the network of edge dislocations for low angle grain boundaries, however, at higher angles the cores overlap and thus the model breaks down (Gao et al. 1991a).

Sarnelli et al. modeled the boundary considering high magnetic field data of grain boundary junctions (Sarnelli et al. 1993a; Sarnelli et al. 1993c). The model is known as the Dayem bridge model and consists of a series of Dayem bridges lying in parallel along the boundary (Dayem et al. 1967). A Dayem bridge defines a constriction in a superconductor down to the size of the coherence length and was developed from low-$T_c$ superconductors. Close to $T_c$ the Dayem bridge model predicts a dependence of equation (3.1) with $n = 2$. Although this model is highly suggestive and useful, it is difficult to directly confirm the model.

Others expanded upon the Dayem bridge model incorporating information about the local carrier concentration at the boundary. Specifically, the varying oxygen content along the length of a boundary was included in the Dayem bridge model. Thus regions with different carrier concentration would have different transport properties. The modified model by Dravid et al. also argued that the average distance between the various regions would be greater than the Dayem bridge
model would predict (Dravid et al. 1993). The Dayem bridge model predicted variation at the same length scale as the coherence length, while the modified models suggested that the variation would occur at the 20-50 nm length scale.

Moeckly et al. worked out another grain boundary model by studying the electromigration of oxygen (Moeckly et al. 1993). The boundary was modeled as consisting of parallel superconducting filaments across a normal resistive junction. The superconducting filaments are assumed to be randomly distributed along the length of the boundary. The average width of the filaments was estimated to be between the coherence length (1.5 nm) and a correlation length determined from magnetic field data but usually on the μm scale. Figure 3.7 shows a schematic of the boundary model proposed by Moeckly. The non-superconducting regions are assumed to exist due to oxygen disorder caused by structural consideration of the grain boundary geometry and electromigration of the oxygen due to applied current biases. Early also suggested a model similar to the one proposed by Moeckly (Early et al. 1994).

All of the models are successful at describing some of the measured transport data, however, none can completely describe all the existing data. All of the models are based on the total current measured crossing the boundary, not direct information about the local current variation, therefore no direct correlation between transport data and microstructure has been possible. Mannhart described another model based
on the symmetry of the order parameter and will be discussed in detail in chapter IV (Mannhart et al. 1996). The Mannhart model has been successful at understanding the behavior of 45° tilt boundaries that show anomalous magnetic field responses.
Figure 3.7 Schematic of grain boundary model from Moeckly et al. showing the grain boundary as being composed of large areas that carry little or no supercurrent separated by well connected regions that carry the majority of the total current (Moeckly et al. 1993).
Chapter IV. Symmetry of the Order Parameter

IV.1 Introduction

Most high-Tc superconductors are characterized by a predominant $d_{x^2-y^2}$ symmetry of the order parameter describing the superconducting condensate. The highly directional wave function plays a dominant role in determining the transport properties of high angle grain boundary Josephson junctions and can be used to explain the anomalous magnetic field data for 45° tilt grain boundaries. This chapter highlights the key concepts of d-wave symmetry and details the role of the order parameter symmetry in grain boundary transport.

IV.2 Order Parameter Symmetry

The order parameter $\psi$ in a superconducting system is defined in chapter II as;

$$\psi = |\psi_0| \exp(i\theta).$$  \hspace{1cm} (4.1)

The electromagnetic transport equations for low-Tc superconductors were developed assuming s-wave (spherical) symmetry of the order parameter and have been successful in explaining most of the low-Tc experimental data. The spherical symmetry of the order parameter suggests non-directional transport properties. Thus the relative orientation of
the two adjacent grains across a grain boundary in a s-wave superconductor should have minimal effect on the boundary transport.

Phase sensitive tricrystal experiments on high T_c superconductors suggest that the symmetry of the order parameter for YBCO is \( d_{x^2-y^2} \) (Tsuei et al. 1994; Miller et al. 1995; Iguchi et al. 1994; Wollman et al. 1993). Figure 4.1 shows a schematic of the basic s- and \( d_{x^2-y^2} \) wave geometry. It has been argued that the symmetry of the order parameter is locked into the underlying crystal lattice of YBCO and thus controls the highly directional properties measured in grain boundary junctions. Still other experiments have shown that there is also a substantial s-wave component to YBCO. Thus it appears that the order parameter symmetry of YBCO is of a mixed character being partly s-wave and partly \( d_{x^2-y^2} \). From chapter III, the crystal symmetry of the superconducting phase of YBCO is orthorhombic. The distinct Cu-O bond length in the a- and b- directions with the CuO_2 planes allows for an arbitrary mixing of the d- and s-wave components.

The highly directional geometry of the \( d_{x^2-y^2} \) wave function allows for angular dependent transport properties. Figure 4.2 is a schematic of the tilt grain boundary geometry. When the tilt angle \( \theta = 0^\circ \) the interaction of the two wave functions from each side of the grain boundary is similar to that for an s-wave superconductor. As the
Figure 4.1 Schematic of s-wave and d-wave symmetry. The geometry of the wave function is locked into the crystal structure of the superconductor.
Figure 4.2 Asymmetric tilt boundary configuration. As the tilt angle is increased from 0° to 45° the symmetry of the order parameter plays in increasing significant role. At 45° there exists a node-lobe alignment across the boundary plane.
tilt angle is increased, the d-wave symmetry of the order parameter starts to play an increasingly dominant role in controlling the current transport. When the tilt angle is increased to 45° a unique condition exists where the node of one wave function can be aligned across the grain boundary to a lobe of another wave function. Thus there theoretically should exist no current transport across 45° tilt boundaries. Critical current vs. applied magnetic field measurements for 45° boundaries have shown near zero critical currents at zero applied magnetic field (see figure 4.3).

Critical current vs. applied magnetic field measurements for most high angle grain boundary junctions have Fraunhofer like $I_c(H)$ patterns with large current peaks centered about $H = 0$ and smaller oscillations of the current at higher field values (see figure 4.4). When the tilt angle is less than 45° the critical current vs. applied magnetic field data can be described by existing standard s-wave models. There have been a series of experiments in which the correlation function (defined by equation 4.2);

$$C(x) = \left| \int_{a}^{b} |I_c(H)|^2 \exp[i\phi(x)]dx \right|$$

was calculated for 24° grain boundary junctions to obtain spatial information about the local current variation $J(x)$. Critical current vs. applied magnetic field measurements $I_c(H)$ were performed for 24° grain boundary junctions and the correlation function was calculated for each of these samples (Froehlich et al. 1995; Beck et al. 1996; Schuster et al. 1993; Nesher et al. 1997; Xiu et al. 1997). High magnetic field results show
Figure 4.3 Critical current vs. applied magnetic field measurements for [001] asymmetric 45° grain boundary. Note the maximum current is not at $H = 0$. (from Mannhart et al. 1996)
Figure 4.4 Critical current vs. applied magnetic field measurements for [001] symmetric 24° grain boundary. Note the near Fraunhofer diffraction pattern. (from Mannhart et al. 1999)
variations of the current at length scales consistent with existing microfilamentary models that ignore d-wave contributions (Samelli et al. 1993a; Sarnelli et al. 1993b). The most compelling example is from Alf et al. where a series of 11 parallel bridges were patterned across a single grain boundary (Alf et al. 1994). Critical current vs. applied magnetic field measurements were performed on the boundary and the correlation function was calculated. Within the resolution of the measurements, the resulting calculated spacings correspond extremely well with the expected spacings assuming a series of 11 identical parallel junctions, thus, it appears that the d-wave contribution for a 24° tilt boundary is small.

When the tilt angle is increased to 45° a number of studies have shown that the magnetic field behavior of these junctions is quite different (Copetti et al. 1995; Hilgenkamp et al. 1996; Mannhart et al. 1996a; Mannhart et al. 1996b; Nicoletti et al. 1997). Very few of the critical current vs. applied magnetic field measurements are close to the ideal Fraunhofer pattern and many do not have a large central peak located at zero magnetic field but rather have a maximum critical current at field values other than at H = 0. Models involving the symmetry of the order parameter and the unique microstructure of 45° boundaries have been proposed to explain these induced magnetic fields.

Microstructure analysis on 45° tilt boundaries has shown that the length of the boundary is dominated by a staircase structure of (100)(110) type facets (Copetti et al. 1995; Vuchic et al. 1996). Figure 4.5 shows a schematic of a (100)(110) type facet that
Figure 4.5 Schematic of $d_{x^2-y^2}$ $\pi$ junction where the phase angle can change by $\pi$ due to the reversal of symmetry of the interaction of the wave function across the boundary.
dominates the length of [001] oriented 45° tilt grain boundaries in YBCO. The basic d-wave grain boundary model proposed by Sigrist et al., Mannhart et al. and Copetti et al. suggest that the boundary can be modeled as a series of "0" and "π" junctions where each facet of the boundary experiences a phase shift of π relative to the adjacent facet (Sigrist et al. 1995; Mannhart et al. 1996a; Mannhart et al. 1996b; Copetti et al. 1995; Hilgenkamp et al. 1996). Remembering that the current transport equation across a Josephson junction can be written as;

\[
J(x) = J_{\circ}(x) \sin \left( 2\pi \frac{\mu H}{\Phi_0} x + \phi_{\circ} \right)
\]  \hspace{1cm} (4.3)

where the current is oscillated by an applied magnetic field H. When H = 0, equation 4.3 can be written as;

\[
J(x) = J_{\circ}(x) \sin(\phi_{\circ})
\]  \hspace{1cm} (4.4)

where \(\phi_{\circ}\) is a constant. Allowing each facet to change phase by a factor of "π" results in equation 4.4 being written as;

\[
J(x) = J_{\circ}(x) \sin(\phi_{\circ} + \pi).
\]  \hspace{1cm} (4.5)
Since equation 4.4 and 4.5 are sinusoidal equations, each $\pi$ phase shift results in a sign change of $J(x)$. Thus the startling conclusion is that along 45° tilt boundaries in YBCO, there can exist regions along the boundary that have critical currents flowing in the opposite direction as the applied d.c. current even in zero magnetic field ($H = 0$). Adjacent areas along the boundary with positive and negative local currents can also be thought of as circulating currents. These locally circular currents result in spontaneously generated flux along the boundary at zero applied magnetic field (Mannhart et al. 1996). These non-quantized self induced magnetic fields are the fields that have been measured with scanning SQUID magnometers in a zero field environment (see figure 4.6). The presence of flux cores along the grain boundary plane in 45° tilt boundaries has been presented as evidence of current reversals along the boundary length.

A model proposed by Mints and Kogan suggest that the standard Fourier relation of equation (4.3) is valid for a d-wave superconductor Josephson junction (Mints et al. 1997). The main difference that they point out is that the local critical current $J_c(x)$ can be either positive or negative with respect to the applied current bias due to the "0" and "$\pi$" facets along the boundary. Allowing locally negative currents results in $I_c(H)$ patterns with maximum peaks at locations other than $H = 0$. Their model is consistent with existing 45° grain boundary junction $I_c(H)$ data where the $I_c(H)$ maximum is not at $H = 0$ and is also consistent with $I_c(H)$ data from 45° junctions measured by Nicoletti and Villegier in which the diffraction pattern is near Fraunhofer despite its 45° misorientation angle (see figure 4.7)(Nicoletti et al. 1997).
Figure 4.6 Scanning SQUID microscope scan of [001] 45° asymmetric tilt YBCO grain boundary cooled in a zero field environment. Note the presence of spontaneously generated flux along the boundary.
Figure 4.7 Critical current vs. applied magnetic field measurements for [001] asymmetric 45° grain boundary. Note the maximum current is at $H = 0$ and the shape is near Fraunhofer. Compare with diffraction pattern from figure 4.3. Note the significant differences from similar junctions.

(from Nicoletti et al.)
The key points regarding d-wave symmetry can be summarized as: The symmetry of the order parameter in YBCO is predominately d-wave in character. At low tilt angles, the d-wave nature of YBCO does not play a significant role and standard s-wave models can be used to describe current transport along the boundary plane. When the tilt angle is increased to $45^\circ$ the reversal of the symmetry of the order parameter along adjacent (100)(110) type facets results in locally negative currents along the grain boundary. These locally negative (circular) currents induce magnetic fields with cores at the current reversal centers. These locally negative currents also result in anomalous $I_c(H)$ behavior for $45^\circ$ tilt boundaries.
Chapter V. Phase Retrieval

The key to understanding the basic transport mechanisms across a single grain boundary is to understand the local variation of the current along the length of the boundary. By understanding how the current crossing the boundary varies from point to point, it may be possible to directly correlate local microstructural features to local current behavior. Ultimately, a direct microstructural model of the current transport across a single grain boundary in YBCO would be possible. At the start of this project a method for determining the local current did not exist. A novel phase retrieval technique for determining the local current variation was developed specifically for this thesis and will be presented in detail. Test models were used to explore the robustness of the algorithm and problems pertaining to the uniqueness of the solutions will be discussed. The application of this numerical technique to Josephson junctions will be explored and the possibility of using this technique to obtain for the first time a sub-micron map of the local current distribution along the length of a Josephson junction will be discussed.

V.1 Introduction

One of the hallmark traits of high-\(T_C\) Josephson junctions has been the large scatter in the reported transport properties. Several orders of magnitude variation in \(J_c\) from junction to junction are common. The large variation in transport properties has often been attributed to the large variation in the microstructure of Josephson junctions. The basic premise being that variations in the microstructure cause variations in the local current and thus results in large variations in the total current \(J_{c,max}\) from junction to junction. Unfortunately, until now there did not exist a technique for measuring or calculating the
local current distribution along the length of a Josephson junction. Low temperature
scanning electron microscopy and scanning laser microscopy have demonstrated potential
for mapping large-scale variations in the local current, however, these techniques have a
resolution limit on the order of 1 μm and thus are limited in their potential (Bosch et al.
1987; Gerdemann et al. 1994; Gross et al. 1989; Fisher et al. 1994; Mannhart et al. 1990;
Divin et al. 1991; Divin et al. 1994; Divin et al. 1996; Shadrin et al. 1998). The local
microstructure varies on the sub-micron length scale, therefore these scanning techniques
are not adequate for obtaining a direct correlation between the transport properties and the
microstructure.

V.2 Phase Retrieval

Figure 5.1 shows a schematic of the Josephson junction geometry that will be used
for discussion. The basic equation relating the modulation of the critical current as a
function of an applied magnetic field across a Josephson junction (discussed in detail in
Chapter III.) can be written as a Fourier transform such that

\[ I_c(u) = \left| \int \mathcal{J}(x) \exp(iux) dx \right|, \tag{5.1} \]

where \( \mathcal{J}(x) \) is the current density flowing in the z-direction along the length of the
boundary (see Fig 5.1.), \( u = \left( \frac{2\pi D\mu_0 H_x}{\Phi_0} \right) \) and is the normalized magnetic field where \( H_x \) is
the magnetic field threading the junction (including both the applied magnetic field and the
field generated by the currents flowing in the junction), and \( \mu_0 \) is the permeability of free
space (Josephson 1962; Dynes et al. 1971). \( \Phi_0 \) is defined as one flux quantum

\[
\left( \frac{h}{2e} \right) = 2.07 \times 10^{-7} \, G \cdot cm^2
\]

and \( D = \lambda_1 + \lambda_2 + d \) where \( d \) is the thickness of the barrier and \( \lambda \) the London penetration depth of the superconductors on each side of the barrier. For a grain boundary junction, it is usually assumed that the London penetration depth \( \lambda \) is the same on both sides of the junction \( \lambda_1 = \lambda_2 \) and that the width of the grain boundary \( d \) is negligibly small compared to \( 2\lambda \) such that \( D \approx 2\lambda \). From equation 5.1 it is evident that the magnetic field response of the critical current \( I_c(u) \) is related to the variation of the local current, therefore, it may be possible to obtain spatial information about the local current by measuring the magnetic field response of a Josephson junction.

Experimentally \( I_c(B) \), where \( B = \mu_0 H \), is measured to analyze the junction current response for an applied magnetic field. If the current distribution is uniform, equation (1) simplifies to the familiar Fraunhofer diffraction pattern from chapter III:

\[
I_c(u) = I_{\text{max}} \left| \frac{\sin(ua/2)}{(ua/2)} \right| \quad (5.2)
\]

where \( a \) is the junction width as illustrated in Fig. 5.1. However, for most real junctions, it is believed that the current distribution \( J(x) \) along the boundary is not uniform.
Figure 5.1 Schematic of Josephson junction used for illustration of junction terms.
The experimentally measured $I_c(u)$ from equation (5.1) is defined as the modulus of the Fourier transform of $J_c(x)$. The Fourier transform of $J_c(x)$ (written as $F(u)$) is a complex quantity that can be described by a modulus factor and a phase factor:

$$F(u) = I_c(u) \exp(i\phi(u))$$

(5.3)

where $I_c(u)$ is the modulus factor defined by equation 5.1 and is measured experimentally. To calculate $J_c(x)$ requires knowledge of $F(u)$ which requires knowledge of both the modulus $I_c(u)$ and the phase $\exp(i\phi(u))$. Since the modulus is measured experimentally, the problem becomes one of restoring the phase $\phi(u)$. This is the classic "phase problem" that is familiar to many areas of physics.

Dynes and Fulton attempted to solve for the local current distribution $J_c(x)$ in low-$T_c$ Josephson junctions by assuming a minimum-phase-type function (Dynes et al. 1971). By making this assumption it was possible to use the formalisms of Hilbert transforms to calculate $J_c(x)$ directly (Papoulis 1962). Zappe showed that the minimum-phase assumption used by Dynes and Fulton is not in general a valid assumption for a Josephson junction (Zappe 1975). Zappe argued that without making further assumptions about $J(x)$, it was impossible to reconstruct $J_c(x)$ from $I_c(u)$ uniquely because there can be multiple one dimensional (1-D) real space objects $J_c(x)$ that when Fourier transformed produce the same modulus $I_c(u)$. This is the basic uniqueness issue for 1-D phase retrieval problems and it will be discussed in detail in a later chapter.

The problem of phase retrieval is not a new subject (Gerchberg et al. 1972; Gerchberg 1974; Walther 1962; Fienup 1972). In general, without further information
about the phase or the real space object it is not possible to uniquely determine the phase from moduli measurements. However, in most cases, other information or "constraints" exist that can be used to solve the phase problem. Many iterative algorithms for phase recovery have been developed. One of the first was developed by Gerchberg and Saxton which utilizes a series of iterative Fourier transforms to find the missing phases, otherwise known as the Gerchberg-Saxton error-reduction algorithm (Gerchberg et al. 1972; Gerchberg 1974). This method was further improved with the use of a feedback approach and evolved into what is known as the input-output algorithm (Fienup 1978; Fienup 1982). The phase restoration algorithm described hereafter is a modified version of the input-output algorithm developed by Gerchberg and Saxton.

The general approach involves iterative Fourier transformation back and forth between the object domain and the Fourier domain. Figure 5.2 is a schematic of the generalized Gerchberg-Saxton algorithm.

This generalized algorithm for phase retrieval using iterative Fourier transforms is best explained in terms of set-theoretic methods involving successive projection onto sets, an iterative method that finds feasible solutions consistent with a set of constraints which are defined by a priori information about the real space object (Sezan 1992). A feasible solution is defined as any solution that satisfies the constraints (Sezan 1992). A feasible solution is found by successively projecting an initial estimate of the object onto the constraint sets. This method, involving mathematical projection operators, can be generalized to involve non-convex constraint sets and is known as the method of generalized projections (MGP).
Start with measured moduli $I_c(u) = |J_0(u)|$ and initial phase values

projection onto sets with observed moduli

Apply real space constraints

Figure 5.2 Flow chart of Gerchberg-Saxton type phase retrieval algorithm used for solving current density profiles $J(x)$.
The algorithm used to solve the phase restoration problem for Josephson junctions involves projecting an initial estimate onto two constraint sets. The first constraint set ($S_1$) correspond to the set of all solutions whose value is confined by the known object constraints. The second set ($S_2$) is the set of all solutions whose moduli are equal to those of the experimentally measured moduli and may be written as:

$$S_1 = \{ J(x): J(x) = 0, |x| > a/2: J_c \geq J(x) \geq 0: J(x) = \text{real} \} \quad (5.4)$$

$$S_2 = \{ J(x): |\text{FT}(J(x))| = I_c(u) \}. \quad (5.5)$$

It can be shown that the constraint set $S_1$ is a closed convex set and the set $S_2$ is a non-convex set (Sezan 1992; Levi et al. 1987).

The phase retrieval algorithm can be written in terms of mathematical projections as:

$$J_{n+1} = T_2 T_1 J_n = TJ_n, \quad (5.6)$$

where $J_{n+1}$ is the current best estimate of $J$, $J_n$ is the previous estimate of $J$ and $T_1$ and $T_2$ are projection operators (defined by equations (5.4) and (5.5)), represented by $T$, such that when $T$ operates on $J_n$ it produces $J_{n+1}$. $T_1$ corresponds to the correction of the function, $J_n$, with the experimentally observed moduli, $I_o(u)$, and $T_2$ is the correction for the real space constraints:

$$T_1 = 1 + \delta_1 (P_1 - 1) \quad (5.7)$$
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where

\[ T_2 = 1 + \delta_2 (P_2 - 1) \]  

(5.8)

and \( I(u) \) is obtained from the mapping of \( J(x) \) into \( I(u) \) via a Fourier transformation. \( P_2 \) is defined such that

\[ P_1 I(u) = I_0(u) \]  

(5.9)

where \( \delta_1 \) and \( \delta_2 \) are scalar constants between 1 and 2 and \( J_c \) is the bulk critical current density across the junction. When \( \delta_1 = \delta_2 = 1 \), the phase retrieval algorithm is identical to the Gerchberg-Saxton algorithm (Levi et al. 1987).

If one or more of the constraint sets is non-convex then it is possible that the convergence may take place locally. Specifically, there can exist various local minima all consistent with the object constraints (Combettes 1996). Since multiple solutions are possible when projecting onto non-convex sets it is important to rigorously search solution space to find all possible solutions.
V.3 Phase Retrieval Algorithm

The measured moduli $I_c(u)$ are initially seeded with phases. The initial phases and measured moduli are then inverse Fourier transformed into real space where the real space domain constraints are applied by a projection onto sets operation (Fienup 1982). The solution is then Fourier transformed back to reciprocal space where the new moduli are corrected using a projection onto sets operation of the form of equation (5.9)(Levi et al. 1987).

For the 1-D phase restoration problem a genetic algorithm has been applied to search for the best starting set of phases (typically the strongest 10%) such that after a fixed number of iterations the solution converges to the best possible fit of the applied constraints. Many different search algorithms can be used to search phase space for different starting sets of phases. A genetic algorithm was used most of the time, but random searchers were also used. Several nice reviews of Genetic Algorithms exist and therefore they will not be discussed in detail in this thesis. The reader is advised to search out Goldberg and Holland for reviews of genetic algorithms if they are interested (Holland 1975; Goldberg 1989). The initial phase guesses need only be approximate values, therefore quadrant searching ($\pi/4, 3\pi/4, 5\pi/4, 7\pi/4$) or binary searching (0 or $\pi$) is sufficient.

After each iteration of the algorithm, a figure of merit (FOM) is calculated to monitor the convergence of each solution and was later used by the genetic algorithm to rank the solutions. Each population of the genetic algorithm is run for a relatively small number of iterations to avoid over-convergence of the solutions. After a final solution set is
obtained, the solutions are re-run for a larger number of iterations to push the solutions to a lower FOM.

It is important at this point to make a distinction between two possible situations. The missing phase information contains all information pertaining to the actual structure. Therefore, in order to make no assumptions about the solution, one must consider solutions that are centrosymmetric as well as non-centrosymmetric. This is particularly important when deciding how to define the possible initial phases, either binary or quadrant searches. If one only considers the quadrant searches, one reduces the possibility of finding solutions that may be centrosymmetric in nature in favor of a non-centrosymmetric solution. It is possible for a solution to be nearly centrosymmetric or "pseudo-centrosymmetric". By enforcing a centrosymmetric search algorithm (phases are only allowed to be 0 or $\pi$), one finds a solution that is close to the correct solution. Using these starting phases and then allowing the solution to refine for a larger number of iterations and allowing the phases to vary between 0 and $2\pi$, from these pseudo-centrosymmetric starting values, the non-centrosymmetric solution is found.

Therefore, for each set of measured moduli, it is necessary to run under two different conditions, a true non-centrosymmetric (quadrant search) and a pseudo-centrosymmetric algorithm (whose search strategy begins by searching for the best solution whose phases are confined to be either 0 or $\pi$). The best set of solutions for both cases are then used as starting phases for a non-centrosymmetric solution refinement (allowing phases to be anything between 0 and $2\pi$).
V.4. Figure of Merit

The phase retrieval algorithm is only useful if it produces solutions consistent with the known boundary constraints. After each iteration of the algorithm a Figure of Merit (FOM) or goodness of fit parameter was calculated to determine the quality of each solution. The FOM used was of the form

$$ \text{FOM} = \sum_{u=0}^{N} |I_{k-1}(u) - I_k(u)|^2 $$  \hspace{1cm} (5.11)

where $I_{k-1}(u)$ are the moduli and phase of the $k-1^{th}$ iteration in the error-reduction algorithm and $I_k(u)$ are the moduli and phase for the $k^{th}$ iteration. Equation (10) is similar to the FOM used by Fienup (Fienup 1982).

V.5 Calibration of the FOM

Accuracy of the FOM was determined using a second "correctness" factor (CFOM) which monitors the accuracy of the phases determined by the algorithm to the true phases for a given model. This CFOM is defined as

$$ \text{CFOM} = \frac{1}{N} \sum_u |1 - \cos(\phi_c(u) - \phi_t(u))| $$  \hspace{1cm} (5.12)
where $\phi_c(u)$ is the calculated phase, $\phi_t(u)$ the true phase, and $N$ the number of phases used for the restoration. Figure 5.3 is an example of the calculated FOM and corresponding CFOM for four different total number of iteration within the phase restoration algorithm. The CFOM versus FOM plots were calculated for the asymmetric model described by Zappe (Zappe 1975).

It is important to note that any starting set of phases will converge towards a small FOM, however, correct solution sets seem to converge more quickly (more locally convergent). Thus, possible correct solutions can be distinguished from poor solutions based on the relative speed of convergence. Figure 5.3 shows that for a fixed number of iterations the correct solution converges faster to a low FOM. Increasing the number of iterations improves the overall convergence (reduces the FOM) of each solution, however, the relative difference between solutions remains (see Fig 5.3(a-d)). Thus there is no added benefit to running each possible set of phases for a large number of iterations. After a final solution set is obtained, each solution may then be run for a larger number of iterations thus reducing the overall calculation time and improving the speed of the algorithm.
Figure 5.3 (a) Correctness factor (CFOM) vs. Figure of Merit (FOM) for (a) 50, (b) 100, (c) 250, and (d) 1000 iterations of the phase retrieval algorithm for the Zappe model. Two distinct solutions are evident.
Figure 5.3 (b). CFOM vs. FOM for 100 iterations.
Figure 5.3 (c) CFOM vs. FOM for 250 iterations of the phase retrieval algorithm.
Figure 5.3 (d) CFOM vs. FOM for 1000 iterations. Note two distinct solutions with a zero FOM have been found.
V.6 Test Models

The phase retrieval algorithm described above in conjunction with the genetic algorithm was used to solve the phase problem for a number of test models, 256 pixels in width.

Figures 5.4 -5.7 are square and sinusoidal models from Barone used for testing the algorithm (Barone 1982). In all of the above models from Barone, only one solution for each model was found and it corresponded to the known correct solution. Inspection of the graphs shows small oscillations about the true solution.

Figures 5.8 and 5.9 are two different real space models from Zappe that are known to have identical Fourier moduli |F(u)| but different phases $\phi(u)$ (see figure 5.10) (Zappe 1975). By using the same Fourier moduli, the phase retrieval algorithm was able to find both solutions (sets of phases).

Figures 5.11 - 5.13 show a model with solutions designed to represent a complicated boundary structure (it is in fact a profile of Chicago). A pseudo-centrosymmetric search approach described above was found to give the best fit to the model. Although the solution did not correspond to an exact fit, the algorithm was able to find solutions that had the correct "feel" which will be discussed more below.
Figure 5.4 Sinusoidal model where the centrosymmetric solutions corresponds to a zero Figure of Merit.
Figure 5.5 Sinusoidal model where the centrosymmetric solutions corresponds to a zero Figure of Merit.
Figure 5.6 Square model where the centrosymmetric solutions corresponds to a zero Figure of Merit.
Figure 5.7 Square model where the centrosymmetric solutions corresponds to a zero Figure of Merit.
Figure 5.8 Zappe model with same Fourier modulus and the model in 5.9.
Figure 5.9 Zappe model with same Fourier modulus and the model in 5.8.
Figure 5.10 Fourier modulus $|F(u)|$ for both Zappe models Figures 5.8 and 5.9.
Figure 5.11 Complex boundary model with non-centrosymmetric solutions allowing starting phases to vary from 0 - 2π.
Figure 5.12 Complex boundary model with 100 iteration solutions found using the centrosymmetric constraint.
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Figure 5.13 Complex boundary model with pseudo-centrosymmetric phase constraints.
The phase problem for 1-D objects is notoriously difficult to solve since the possibility exists for multiple solutions. Any real space object \(J(x)\) that is consistent with all of the available constraints is a possible (feasible) solution. It is important to mention that without making assumptions about the object \(J(x)\) it would be impossible to distinguish between two different solutions, both with a zero FOM. When evaluating the test models above, three different types of solutions were observed.

A. Type I.

The first type of solution was one in which the real space object was found to have only one solution. Thus, any starting set of phases that were given to the phase-retrieval algorithm resulted in the same unique solution. The test models from Barone are examples of this type (Barone 1982). Type I solutions (Fig. 5.4 - 5.7) are ideal since they are unique and need no further interpretation. The solution is simply the restored current density profile \(J(x)\).

B. Type II.

The second type of solution was one in which there existed multiple real space objects that when Fourier transformed produce the same Fourier Moduli \(I_c(u)\). The model from Zappe (Fig. 5.8 and 5.9) is an example of this type of solution (Zappe 1975). Type II solutions have previously been considered the stopping point for working with the 1-D phase restoration problems. Variations in the initial phases would result in different solutions and determining the "correct" solution was considered impossible without making further assumptions about the real space object \(J(x)\).
We have taken a different approach to the problem. Instead of attempting to make assumptions about \( J(x) \), we simply use the real space constraints mentioned earlier to limit the number of possible solutions. By using the known constraints on \( J(x) \), we are able to reduce the number of possible solutions which are consistent with the boundary conditions. We have solved numerous models from simple symmetric cases to complex random models, and without exception, the number of solutions that are found within the box has been limited to \( \approx 2-3 \) different solutions per model. Finding a small set of solutions that contains the correct solution would be a vast improvement over the existing options. However, it is known that the current density is dependent on the microstructure of the boundary. Thus when multiple solutions to the 1-D phase problem exist (type II solutions), it is possible to compare the small number of possible current density maps calculated by the phase retrieval algorithm to the microstructure of the boundary and determine the one correct solution.

C. Type III.

The third type of solution that was found was the least desirable of the three types. For type III solutions (Fig. 5.11 - 5.13), the phase retrieval algorithm was not able to correctly restore the phases such that a perfect match between the model and the restored solution was found. However, the algorithm was able to produce a profile \( J(x) \) that exhibited the correct "feel" to the solution. Peaks and valleys in the solution corresponded to peaks and valleys in the model and in most cases the relative height of the peaks was correct, but the absolute values of the solution was incorrect. Consequently, the restored model was only good for qualitative comparison. Fortunately type III solutions are usually
distinguishable from type I and type II solutions. For a type III solution, the top ten or twenty solutions all had the same "feel" (were qualitatively the same) but they were all slightly different. For a type II solution the top twenty FOMs all corresponded to a small set (2-3) of solutions while there was only one solution for a type I. Therefore, it is quite easy to distinguish type I and II solutions from type III solutions.

Unfortunately, the number of possible solutions is dependent on the shape of the real space object $J(x)$. Therefore, it is not possible to know a priori what type of solution one may be dealing with. Since there may always exist multiple solutions to the problem, it is not necessarily important to be able to find a unique solution using the phase retrieval algorithm, but rather it is more important to be able to find all possible solutions. The phase retrieval algorithm used for the test cases above has been extremely successful in finding all of the solutions for a given problem.

Since the shape of the object is unknown, it is important to know as accurately as possible the constraints that will be used to limit the number of solutions. Definition of the width of the junction (dimension (a) from Fig. 5.1) is important since the set of all possible solutions must fall within the width of the junction. If the width for the junction used in the phase restoration algorithm is too wide, solutions may exist in the final set that do not represent a possible current density profile. If the width used for the restoration is less than the actual width it may result in the elimination of possible solutions from the final solution set. Therefore, it is important to use the width corresponding to the actual measured width of the junction.
The critical current density $J_c$ is used to place an upper limit on the possible solution profiles. $J_c$ is a bulk property defined as the critical current $I_c$ carried by the junction divided by the cross-sectional area of the junction. The width of the junction used to calculate the area and the actual width of the junction that is carrying supercurrent is not always the same. Variations of the microstructure along the length of the boundary may result in non-superconducting regions along the boundary. Thus, the actual width of the junction carrying supercurrent can be less than the measured width of the boundary. This may result in over estimation of the cross-sectional area of the boundary and consequently an underestimation of $J_c$. Unfortunately, different values of $J_c$ used in the phase restoration algorithm can result in adding or subtracting solutions from the final solution set. We have taken care to overestimate the value of $J_c$ so as not to eliminate possible correct solutions.

The specific parameters used to optimize the genetic algorithm search routine are strongly problem dependent. Although the parameters are problem dependent, the genetic algorithm has one major advantage over other minimization techniques. It searches solution space without any a priori information on the function that is being minimized. The experimentally measured moduli, the real space constraints on the junction and the initial parameters for the genetic algorithm are all that is needed to begin the search algorithm. It has also been shown to be more efficient than standard random number generators or grid searches.
V.7 Summary

By using a phase retrieval algorithm similar to the Gerchberg-Saxton error-reduction algorithm with a generalized projection onto sets form, it is possible to restore the phase information that is not measured when experimentally recording $I_c(u)$ data for Josephson junctions without making any assumptions about the current density distribution $J(x)$. In general it is not possible to find a unique solution for the 1-D phase problem, however it is possible with the assistance of a search algorithm (such as a genetic algorithm) to efficiently find all possible solutions. If multiple solutions exist for a junction, the set of all possible solutions can be compared against the boundary microstructure and the correct solution can be determined. When searching for multiple solutions, problems with convergence can arise because of the non-convex nature of the two constraint sets and will be discussed in detail in a later chapter.
VI. Uniqueness of the 1-D phase retrieval problem

This chapter will explore the uniqueness of the 1-D phase retrieval problem and develop the conditions for possible uniqueness. The phase retrieval algorithm developed in chapter V is capable of finding solutions to the phase problem that are consistent with the known boundary constraints. For thin film Josephson junctions, the phase retrieval problem is one-dimensional (1-D). The 1-D phase retrieval problem is generally considered non-unique, however, enforcing certain boundary constraints can often ensure uniqueness of the 1-D phase problem. These boundary constraints and their applicability to Josephson junctions will be considered.

VI.1 Introduction

The lack of uniqueness of the 1-D phase retrieval problem has long been a source of ambiguity for physical applications of restoration from magnitude algorithms. The basic problem can be stated as follows: Given the Fourier transform relation between $F(u)$ and $f(x)$ which for the continuous case can be written as;

$$F(u) = \int f(x) \exp(ux) dx$$

(6.1)

or for the discrete case can be written as;
\[ F(u) = \sum_{x=0}^{N-1} f(x) \exp(iux), \]  

It is possible to calculate a real space object \( f(x) \) from the experimentally measured Fourier modulus \(|F(u)|\). It is well known that the 1-D phase restoration problem can have multiple solutions and thus ambiguities in interpreting the physical significance of particular solutions. Walther demonstrated that when the modulus \(|F(u)|\) is given, it is possible to multiply \(|F(u)|\) by a phase function term,

\[ |F(u)| \exp(i\theta), \]  

then by reverse Fourier transforming to generate a real space object \( f(x) \) (Walther 1962). However, Walther pointed out that any phase function \( \exp(i\theta) \) of modulus 1 arrived at randomly can be multiplied by \(|F(u)|\) and transformed to generate a real space object \( f(x) \). Thus when the only information available is the Fourier modulus \(|F(u)|\), there can potentially exist an infinite number of solutions to the 1-D phase retrieval problem. Thus when there exists infinite ambiguity in the solutions \( f(x) \), no relevant physical information is obtainable without additional constraints on the problem.

Walther considered the case of finite (compact) support where the function \( f(x) \) is known to be band limited to an interval \([a,b]\) on the real \( x \)-line. Figure 6.1 shows a
Figure 6.1 real space object $f(x)$ is of finite (compact) support ($f(x) = 0$ outside of the interval $[a,b]$).
function that is band limited to the interval \([a,b]\) where \(f(x) = 0\) everywhere outside the region \([a,b]\). Walther showed that when \(|F(u)|\) is multiplied by a random phase function as in equation 6.3, the resulting real space object \(f(x)\) almost never conforms to the requirement that \(f(x) = 0\) outside the interval \([a,b]\). Therefore, by requiring \(f(x)\) to be zero outside a fixed interval \([a,b]\), it places a severe restriction on the possible phases that can be used to generate a function \(f(x)\) that conforms to the band limit \([a,b]\). Although the possible phases have been severely restricted by the band-limit constraint, there can still exist many different solutions \(f(x)\) that when Fourier transformed have the same modulus \(|F(u)|\). Consequently, the compact support constraint does not in general guarantee a unique solution.

Several key papers by Greenaway, Crimmins, Fienup and Sault attempted to understand the requirements for uniqueness in the 1-D phase retrieval problem and to define conditions and constraints on the real space object \(f(x)\) that would guarantee uniqueness (Greenaway 1977; Crimmins et al. 1981; Crimmins et al. 1982; Sault 1984). Starting with the Fourier transform relationship,

\[
F(u) = \int_{-\infty}^{\infty} f(x) \exp(iux) dx
\]

(6.4)

where \(f(x)\) is the real space object of interest. \(F(u)\) can be extended into the complex \(z\)-plane as;
\[ F(z) = \int_{-\infty}^{\infty} f(x) \exp(izx) \, dx \]  

(6.5)

where \( z = u + iv \) in the complex plane. \( F(z) \) is defined as an entire function which means it is analytic over the entire \( z \)-plane. Entire functions exhibit a unique property that they may only take the value of zero \( (F(z) = 0) \) at a set of isolated points that are unique to that function and are distributed throughout the \( z \)-plane in such a way that they tend to lie close to the real \( u \)-axis. The locations of the zero points (zeros) determine the modulus \( |F(u)| \) on the real line.

It can be shown that if there exist two functions \( F(z) \) and \( F_1(z) \) where \( |F(u)| = |F_1(u)| \), then \( F_1(z) \) can be thought of as being obtained from \( F(z) \) by the following relation;

\[ F_1(z) = F(z) \frac{z - z_0}{\bar{z} - \bar{z}_0} \]  

(6.6)

where \( z_0 \) is a zero of \( F(z) \) and \( \bar{z}_0 \) is the complex conjugate of \( z_0 \). Therefore, \( F_1(z) \) can be thought of as being obtained by removing a zero at location \( z_0 \) and then adding a zero at location \( \bar{z}_0 \). The zero at \( z_0 \) was "flipped" or conjugated about the real line to produce a new function \( F_1(z) \) that has the same Fourier modulus \( |F(u)| \) along the real line. Flipping any number of complex zeros about the real line will result in a new function \( F(z) \) that
has the same Fourier modulus |F(u)|. Then it can be shown that a function F(z) with M complex zeros can have $2^M$ different unique combinations of zero flips and thus $2^M$ different solutions to the phase problem (Greenaway 1977). Consequently, functions with no complex zeros ($M = 0$) must generate only a single unique real space function $f(x)$ since there are no complex zeros that can be flipped about the real line to produce new functions with the same modulus. Therefore, functions $F(z)$ with only real zeros must produce unique solutions to the phase problem.

VI.2 Possible 1-D Uniqueness Conditions

Greenaway attempted to show constraints that could be placed on the real space function $f(x)$ that would guarantee only real zeros and thus produce unique solution to the phase problem (Greenaway 1977). Greenaway argued that if a real space object $f(x)$ had a region within the function that was equal to zero (disconnected support) then the solutions generated by phase retrieval should be unique. Figure 6.2 shows a function with disconnected support where the function is defined to be non-zero over the intervals $[a,b]$ and $[c,d]$ and defined to be zero everywhere else. Crimmins and Fienup showed that the disconnected support constraint used by Greenaway was not always unique (Crimmins et al. 1981). They argued that the disconnected regions must be sufficiently separated to guarantee uniqueness (Crimmins et al. 1982). To ensure uniqueness, the region within the function constrained to be zero must be greater in extent than the non-
Figure 6.2 Object with disconnected support $f(x) \neq 0$ [a,b] and [c,d].
zero regions. Figure 6.2 shows a real space function with sufficiently disconnected support where region [b,c] is greater in length than region [a,b] and [c,d]. Figure 6.3 shows a real space function with two zero regions within the function f(x). The separation condition requires that region [b,c] and [d,e] to be longer than regions [a,b] or [c,d] to ensure uniqueness.

The uniqueness criterion postulated by Greenaway, Crimmins and Fienup made no assumptions about the function f(x) being real or positive. Crimmins later showed that to guarantee uniqueness in all cases the function f(x) must be real and positive, however functions conforming to the separation condition that were not real or positive were "usually" unique (Crimmins et al. 1981).

VI.3 Application to Josephson Junctions

The current crossing a single Josephson junction can only traverse the region of the boundary that is defined by the length of the microbridge. Therefore the current must be zero outside of the junction length (finite support). The finite support of the boundary guarantees that there is not an infinite number of solutions to the phase retrieval problem. The current crossing the boundary is also known to be real which acts an additional constraint to reduce the total number of possible solutions. For grain boundary junctions with tilt angles less than 45°, it is assumed that the current must be positive at all locations along the boundary which also acts to reduce the total number of possible
Figure 6.3 Interval [b,c] and [d,e] must be greater than [a,b], [c,d] and [e,f].
solutions. These three powerful constraints can often be used to find a unique, or physically unique solution. However, it is also possible to use micro-patterning techniques (photolithography or Focused Ion Beam) to damage areas along the boundary length to ensure that these regions carry zero current. These zero current regions can be used to enforce a disconnected support criterion within the current distribution and thus guarantee the uniqueness of the phase retrieval solution. This technique will be used to enforce uniqueness in chapter X.
VII. Demagnetization

To calculate the local current density distribution J(x) with the phase retrieval algorithm developed in chapter V, the Fourier modulus as a function of an applied magnetic field $I_c(H)$ must be measured experimentally. The specific experimental techniques used will be described in detail in the next chapter, however, a numerical technique must be used to correct the magnetic field measurements due to demagnetization effects. The ability of a superconductor to expel a magnetic field is one of the hallmark traits of superconductivity and is discussed in chapter II. The expulsion of the magnetic field acts to focus the field at the boundary of the superconductor thus increasing the total field strength near the boundary of a superconductor. Thus when a magnetic field is applied to a Josephson junction (superconductor-barrier-superconductor) the two adjacent superconductors act to enhance the field strength at the barrier layer between them. This enhancement of the magnetic field at the barrier must be corrected for when attempting to calculate J(x) from $I_c(H)$ measurements.

VII.1 Flux Focusing

The critical current crossing the boundary in a Josephson junction was shown to oscillate as a function of an applied magnetic flux (B) in chapter III. The periodicity of
this oscillation (shown in Figure 7.1) can be theoretically calculated from the Fourier Josephson equation. The width of this period ($\Delta B$) can be written as:

$$\Delta B = \frac{\Phi_0}{w(2\lambda + d)}.$$ (7.1)

The periodicity's of the experimentally measured diffraction patterns for Josephson junctions show large variations from the $\Delta B = \frac{\Phi_0}{w(2\lambda + d)}$ period expected from equation (7.1). Rosenthal et al. pointed out that the period spacings for grain boundary Josephson junctions were reasonable if they were corrected for demagnetization effects (Rosenthal et al. 1991).

When a superconducting sample of permeability $\mu$ and susceptibility $\chi$ is placed in a magnetic field, the internal magnetic field $H_{in}$ of the sample is oriented parallel to the applied magnetic field but is of different magnitude than the applied field $H_{app}$ due to a demagnetization field. The internal magnetic field is related to the applied field $H_{app}$ according to the relation:

$$H_{in} = H_{app} + H_d = H_{app} - DM$$ (7.2)
\( \Phi_0 \) - flux quantum
\( W = \) junction width
\( \lambda = \) London depth

\[
\Delta B = \frac{\Phi_0}{W(2\lambda)} \approx \frac{1}{W}
\]

Figure 7.1 Schematic of period width (\( \Delta B \)) determined from the Josephson equation.
where $H_d$ is the demagnetization field, $M$ is the magnetization and $D$ is the demagnetization factor (Osborn 1945; Cronemeyer 1991). From Maxwell's equations the internal magnetic field can be written as;

$$
\mu_0 (H_{in} + M) = (1 + \chi) \mu_0 H_{in}
$$

(7.3)

where $\mu_0$ is the permeability of a vacuum ($4\pi \times 10^{-7}$ N/A$^2$) and $\chi$ is the susceptibility of the superconducting sample. Equation (7.3) can be simplified and written as;

$$
H_{in} + M = (1 + \chi) H_{in}
$$

(7.4)

$$
M = \chi H_{in}
$$

(7.5)

Substituting equation (7.5) into equation (7.2) gives

$$
H_{in} = \frac{H_{app}}{1 + \chi D}
$$

(7.6)

For an ideal Type I. superconductor or a Type II. superconductor below the first critical field $H_{c1}$, $\chi = -1$ and thus equation (7.6) can be written as;

$$
H_{in} = \frac{H_{app}}{1 - D}
$$

(7.7)
A new demagnetization factor $D'$ can be defined such that:

$$D' = \frac{1}{1 - D} \quad (7.8)$$

then it is possible to write

$$H_{in} = D' H_{app} \quad (7.9)$$

where the internal magnetic field differs from the applied magnetic field by a multiplication factor $D'$ (Kunchur et al. 1991; Zeldov et al. 1994; Zheng et al. 1996; Brandt 1994). The demagnetization factor $D'$ is a geometry dependent factor and thus must be calculated for each different sample geometry of interest. For an ellipsoidal sample the magnetization is uniform within the sample and thus the demagnetization factor $D$ is a constant and can be obtained by a simple calculation or from calculated tables for various spheroid objects. Rosenthal assumed an ellipsoidal geometry to simplify the calculation by using the assumption that spheroid objects are uniformly magnetized and thus the demagnetization factor is a constant. Rosenthal assumed that a grain boundary junction could be approximated by two thin flat ellipsoidal disks (see figure 7.2) with aspect ratio of $W/t$ where $W$ is the diameter of the disk and $t$ is the thickness of the disk (see figure 7.3). Rosenthal assumed a flat disk geometry with the
Flat spheroid geometry

Figure 7.2 Schematic of flat ellipsoidal grain boundary model used by Rosenthal to calculate a uniform demagnetization factor.
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For thin film $W >> t$

Figure 7.3 The flat disk geometry used by Rosenthal assumed that each disk had the same aspect ratio ($W/t$) as the rectangular prism above.
same aspect ratios as the microbridge (Osborn 1945; Cronemeyer 1991). The
demagnetization factor $D'$ for this geometry can be written as;

$$D = 1.2 \left( \frac{W}{t} \right)$$  \hspace{1cm} (7.10)

where $W$ is the junction width and $t$ the film thickness. The flat disk approximation used
by Rosenthal improved the data fit for many junctions but tended to overestimate the flux
focusing effect for much of the data published in the literature.

A typical grain boundary junction microbridge geometry is rectangular (see figure 7.4). The demagnetization factor for a non-ellipsoidal geometry is nonuniform.
Consequently, a numerical approximation of the demagnetization factor must be used to
approximate the sample magnetization. The approach used to improve the
demagnetization factor calculation was similar to the one used by Joseph and Schloemann
(Joseph et al. 1964). Joseph and Schloemann assumed a rectangular prism with principal
axes of length $2a$, $2b$, and $2c$ (see figure 7.5). Using a first order approximation, the
demagnetization factor $D(x,y,z)$ as a function of position within the sample can be written
as;

$$D(x,y,z) = \left( \frac{1}{4\pi} \right) \left\{ \cot^{-1}(f(x,y,z)) + \cot^{-1}(f(-x,-y,z)) \right. \\
+ \cot^{-1}(f(x,-y,z)) + \cot^{-1}(f(x,y,-z)) + \cot^{-1}(f(-x,-y,z)) \\
+ \cot^{-1}(f(x,-y,-z)) + \cot^{-1}(f(-x,y,-z)) + \cot^{-1}(f(-x,-y,-z)) \right\}$$  \hspace{1cm} (7.11)
Figure 7.4 Schematic of typical rectangular microbridge across a Josephson junction
Figure 7.5 Rectangular geometry and the corresponding positional variation of the demagnetization factor $D$. 
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where \( f(x,y,z) \) can be written as;

\[
f(x,y,z) = \frac{[(a-x)^2 + (b-y)^2 + (c-z)^2]^{1/2}(c-z)}{(a-x)(b-y)}
\] (7.12)

By solving equation 7.11 and 7.12 it is possible to calculate the local variation of the demagnetization factor along the length of a Josephson junction and thus correct the magnetic field measurements for demagnetization errors.

Figure 7.5 shows a plot of equation 7.11 for a 5 \( \mu \)m wide Josephson junction. Note the variation of \( D' \) with position. This is a strong deviation from the ellipsoidal approximation used by Rosenthal. Figure 7.6 shows that the demagnetization factor varies in the direction along the boundary width \( W \) of the junction as well as into the superconductor. Figure 7.7 shows that the variation of \( D' \) with position varies less than 10\% and thus can be averaged to obtain a single demagnetization factor \( D' \). Table 7.8 shows a comparison for two Josephson junction widths between the ellipsoidal \( D' \) used by Rosenthal and the rectangular \( D' \) calculated using the numerical approach for rectangular bodies. Table 7.8 highlights the over estimation of \( D' \) made when using the approach by Rosenthal. Therefore, when attempting to obtain quantitative information about the magnetic field along the boundary in a Josephson junction it is important to consider the proper demagnetization factor for the geometry of interest.
Figure 7.6 Shows variation of D both along the boundary and away from the boundary plane into the page.
Figure 7.7 $D_z$ can vary between 0 and 1. Therefore the small variation of $D$ with position can be averaged.
Table 7.8 Table comparing the ellipsoidal approximation used by Rosenthal and the rectangular approximation used during this thesis.

<table>
<thead>
<tr>
<th>Boundary Width</th>
<th>D' Ellipsoidal</th>
<th>Average D' Rectangular</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 μm</td>
<td>~ 10.5</td>
<td>~ 4.9</td>
</tr>
<tr>
<td>5 μm</td>
<td>~ 25.53</td>
<td>~ 14.47</td>
</tr>
</tbody>
</table>
VIII. Experimental Techniques

The goal of this study is to gain a fundamental understanding of the local current transport along the length of a Josephson junction in order to understand the underlying mechanism controlling the transport process. Thus the experimental approach was to form grain boundary Josephson junctions, isolate a section of the boundary for study, characterize the transport properties along this section and attempt to understand the local variations in the current from a material perspective. This chapter describes the experimental equipment and procedures used during the realization of this thesis. The techniques, methodologies and equipment are discussed in detail. Several pieces of equipment were designed or modified specifically for this research and will be highlighted in this chapter.

VIII.1 Grain Boundary Formation

Two basic types of YBCO grain boundaries were studied, thin film [001] 24° symmetric tilt grain boundaries and thin film [001] 45° asymmetric tilt grain boundaries. Two techniques were used to create artificial grain boundaries for isolation and study; bicrystal substrates and sputter induced epitaxy (SIE). This bicrystal technology was pioneered by IBM for the isolation and study of tilt grain boundary configurations in high-\(T_c\) systems (Chaudhari et al. 1988; Dimos et al. 1988; Mannhart et al. 1988; Dimos et al. 1990; Chaudhari et al. 1989). The technique involves clamping, high temperature
sintering and polishing of two single crystals with a relative misorientation angle (θ) between them. The resulting polished bicrystal, with an artificial grain boundary between the two single crystals, is used as a template for epitaxial thin film growth. Figure 8.1 shows a schematic of the bicrystal geometry used for thin film growth. The resulting thin film grows with a single grain boundary with the same orientation as the bicrystal boundary. This bicrystal technique is now widely used to study grain boundaries in both superconducting and non-superconducting systems.

**VIII.1 24° Grain Boundary Formation**

Commercial symmetric [001] tilt SrTiO₃ bicrystals were used as templates for epitaxial film growth and YBCO grain boundary formation. SrTiO₃ has a cubic structure with a good lattice match (a = b = c = 3.905 Å) with the a-b plane of YBCO (a = 3.82 Å, b = 3.89 Å) and acts as a good template for epitaxial film growth. The orientation of YBCO grown epitaxially on SrTiO₃ is the cube-on-cube orientation (YBCO [001] || SrTiO₃ [001] and YBCO [110] || SrTiO₃ [110]). Thin film YBCO was grown epitaxially on the SrTiO₃ bicrystal substrates using two different techniques; Pulse Laser Deposition (PLD) and Pulsed Organometallic Beam Epitaxy (POMBE).
Figure 8.1 Schematic of the bicrystal geometry where a substrate with a tilt grain boundary with a misorientation of $\theta$ is used as a template for thin film growth.
VIII.1.2 Pulsed Laser Deposition

The PLD deposition was performed at Argonne National Laboratory by Dr. Mike Chudzik. The Argonne system is shown in figure 8.2. For thin film growth the system is evacuated to a nominal base pressure of $10^6$ Torr. A bicrystal substrate is placed in close proximity to the target material in a background oxygen environment of 100 mTorr (see figure 8.3). A 248 nm Kr-F eximer laser, pulsed at 10 Hz with an energy density of 1.5 J/cm², is focused onto the target YBCO material. During deposition, the substrate stage is heated to between 750-780°C to obtain epitaxial film growth. After growth, the sample is slow cooled to room temperature in a 760 Torr O₂ atmosphere to eliminate reduction of the YBCO. Typical epitaxial films of YBCO were grown with current densities ($J_c$) in the 1-5 x $10^6$ A/cm² range with $T_c$ near 90 Kelvin.

VIII.1.3 Pulsed Organometallic Molecular Beam Epitaxy

A second technique that was used for thin film growth was Pulsed Organometallic Molecular Beam Epitaxy (POMBE) developed by Professor R.P.H. Chang's research group at Northwestern University (Buchholz et al. 1994; Duray et al. 1991). POMBE is a thin film growth technique whereby oxide films can be grown in a microwave assisted oxygen plasma. Solid or liquid organometallic precursors with metallic cations are sequentially pulsed by a computer controlled feedback loop and carried to the substrate via a helium carrier gas. The specific sources used during deposition were
Figure 8.2 Photo of Argonne Pulsed Laser Deposition Chamber. (courtesy of Dr. Mike Chudzik)
Figure 8.3 Schematic of pulsed laser deposition chamber. (T. Venkatesan, Neocera and Picture by M.A. Savell, MRS bulletin Feb 1992.)
Y(dipivaloylmethanate)$_3$, Cu(dipivaloylmethanate)$_2$ and Ba(hexafluoroacetylacetonate)$_2$ tetraglyme. The substrate is heated to the growth temperature (650-750°C) and held at that temperature in a microwave assisted oxygen plasma for approximately 30 minutes cleaning the surface of any contaminants. The background oxygen pressure in the chamber during deposition is between $10^{-2}$ and $10^{-3}$ torr. For YBa$_2$Cu$_3$O$_{7-x}$ film growth, the pulse sequence is (-Cu-Ba-Cu-Y-Cu-Ba) and is pulsed such that the film grows at atomic scale increments. After each pulse the sample is soaked in the oxygen plasma to ensure complete oxygenation of the oxide film.

VIII.2 45° Grain Boundary Formation Sputter-Induced Epitaxy (SIE)

MgO has been used as a growth template for epitaxial films because of its reasonable lattice match ($a = b = c = 4.21$ Å) with the a-b plane of YBCO ($a = 3.82$ Å, $b = 3.89$ Å). YBCO can be grown with several different epitaxial relations relative to the MgO substrate. The most common epitaxial relationship observed is YBCO [001] $\parallel$ MgO [001] and YBCO [110] $\parallel$ MgO [110] commonly referred to as the cube-on-cube orientation. A second common orientation observed is the YBCO [001] $\parallel$ MgO [001] and YBCO [100] $\parallel$ MgO [110] where the YBCO unit cell is rotated 45° about the [001] axis relative to the cube on cube orientation and is often referred to as modified epitaxy (Shin et al. 1989; Giess et al. 1990; Hollmann et al. 1994; Schlom 1992a).
Work published by Chew et al. suggested that an ion beam modification of the MgO substrate could induce a modified epitaxy, however the result was not reproducible due to variations in the experimental conditions (Chew et al. 1988). Vuchic et al. was able to reproduce the results and developed the technique into a viable grain boundary formation technique (Vuchic et al. 1995a; Vuchic et al. 1995b).

The technique devised by Vuchic et al. was used extensively for the fabrication of [001] 45° asymmetric tilt boundaries. The remainder of this section details the specifics of the SIE technique developed by Vuchic et al. and used for the formation of 45° tilt grain boundaries.

A commercially acquired (100) MgO substrate was partially covered with a physical mask (hard baked photoresist mask) then irradiated with low-voltage argon ions (50-500 eV) at room temperature for ~2 minutes with a beam current density of 1 mA/cm² (see figure 8.4). After irradiating half of the sample, a thin film of YBCO usually 2000 - 3000 Å thick is grown epitaxially on the surface with the Pulsed Organometallic Beam Epitaxy Technique (POMBE). The resultant epitaxial relationship of the film to the substrate can be either cube-on-cube on the unsputtered region of the substrate, and rotated by 45° about the [001] on the sputtered region or vice versa depending on the growth conditions (Buchholz et al. 1994; Huang et al. 1999) (see figure 8.5).
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Figure 8.4 Schematic of ion milling procedure for sputter induced epitaxy (SIE).
Figure 8.5 Schematic of final orientation relationship for sputter induced epitaxy (SIE).
VIII.2.1 Ion Mill

A low voltage ion mill is used to irradiate the MgO substrates prior to film growth for 45° sputter-induced epitaxy junctions and for film removal after patterning with photolithography techniques. Figure 8.6 and Figure 8.7 are schematic drawings of the ion milling apparatus and vacuum pumping system. The ion source is a Kaufman type Ion Tech Model 3.0-1500-100 Ion Source with a heated tungsten filament that acts as its cathode to emit electrons. The emitted electrons ionize the source gas (Argon). The argon ions are accelerated by negatively biased graphite grids to a final energy between 50 eV and 500 eV. The accelerator grid holes are 3 cm in diameter that also act as an aperture. A tungsten filament located beyond the accelerator grids act as a neutralizer by thermally emitting electrons.

The sample is thermally anchored to a copper stub with silver paint. The sample holder can be rotated by an external electric motor through 360°. The sample holder can also be tilted to any desired angle relative to the beam direction. When the sample holder is perpendicular to the beam direction the surface of the sample is 4 inches from the graphite grids. The sample stage can also be connected to a liquid nitrogen cold finger for sample cooling during ion bombardment. The primary vacuum pump on the chamber is a He cryopump with a pumping speed of 660 liters/second (for argon) with a throughput of 300 standard cubic centimeters of argon. This chamber maintains a nominal background pressure of 6 x 10⁻⁷ Torr with no argon flow. During sputtering the
chamber pressure is maintained at 2 x 10^{-4} \text{Torr}. A hinged door on top of the chamber allows quick sample access.

**VIII.3 Photolithography**

The transport samples are patterned using standard photolithographic techniques using micro-bridges that we developed specifically for this research. A thin layer of Shipley Type S-1813 positive photoresist was spun on the samples to be patterned at 3000 rpm leaving an approximate 1.25-1.5 mm thick layer of photoresist on the entire sample. The coated sample is baked at 80-100°C for 20 minutes. A Cr metal mask manufactured by Advanced Reproductions containing specific pattern designs is positioned over the sample with the pattern side down aligning the bridge area with the location of the grain boundary. Figure 8.8 is a photomicrograph of the Cr mask used to pattern the microbridges on the YBCO samples. A mercury lamp is used to expose the photoresist patterned samples for the optimal exposure time that is dependent on the required resolution of the microbridge. The sample is then developed for 20-30 seconds in Microposit MF-319 developer and rinsed in deionized water. The exposed and developed sample is then hard baked at 120-130°C for 1 hour. The patterned sample was then ion milled using the low voltage ion milled described above to remove the unwanted material. Figure 8.9 shows a SEM micrograph of a patterned and sputtered YBCO grain.
boundary microbridge. Using non-clean room facilities, a line resolution of 5 μm was routinely achieved.

VIII.4 Metallization

Forming low resistance contacts between the gold lead wires and the YBCO was necessary to minimize low level noise in the transport signal. Low resistance contacts were formed by metallization of the YBCO with a thin silver coating. Silver was evaporated using resistive heating in a vacuum deposition chamber onto the clean YBCO surface. The YBCO surface to be coated was ion milled briefly to ensure a clean surface for coating. The grain boundary region was physically shielded to avoid contamination of the region. The as-deposited silver on the thin YBCO film was annealed in a flowing oxygen atmosphere at 400°C for 4 hours. At temperatures above 450°C calcium is known to migrate to the (100) surface of MgO, therefore an anneal temperature below 450°C was selected for metallization. Gold wires with a 50 μm diameter were placed in direct contact with each silver pad. Silver paint was used to affix the gold wires to the contacts. A very small amount of silver paint was used to affix the gold wires and allowed to dry. Once the silver paint had dried a larger amount of silver paint was used to cover the end of each wire attached to the sample. The sample leads were tested at room temperature for electrical shorts.
VIII.5 Transport Measurement System

The transport measurements were performed in a Janis Research SuperTran-VP Continuous Flow Cryostat (see figure 8.10). Inside the cryostat there is a copper cold finger with 12 electrical lead pins (see figure 8.11). The cold finger (along with the sample) sits in flowing helium gas. The samples are connected to the lead pins in the cryostat with low temperature Indium solder. The helium gas is heated by an externally controlled resistance heater. The temperature of the copper cold finger is measured by a silicon diode thermometer that is thermally anchored to the copper near the sample. The heater coil temperature is controlled by a separate silicon diode thermometer that is located near the heater coil (see figure 8.10). The entire cold finger is surrounded by a radiation shield to prevent radiant heating. An outer shell encapsulates the radiation shield and the cold finger. A mechanical roughing pump is used to maintain a vacuum between the outer shell and the radiation shield for thermal insulation from the surrounding room. The lowest temperature that can be measured is 4.2 K.

The system is controlled by a Macintosh Plus computer using a QuickBasic program that has been developed and refined by the interface group at Argonne National Lab. The temperature is measured and controlled by a LakeShore 330 Temperature Controller and the current is controlled by a Keithley 224 Programmable Current Source. The current passes through a 100 Ohm standard resistor with a Keithley 197A Digital
Voltmeter attached in parallel to measure the voltage drop across the resistor. The voltage across the resistor divided by the 100 Ohm resistor is the value recorded as the applied current. The applied current is driven across the sample with the voltage drop across the sample measured by a Keithley 182 Sensitive Voltmeter. Each lead pole can be measured separately with the use of a Hewlett-Packard 3459A Scanner which scans the various channels of interest. A Mac 488B Bus Controller is used to interface the various pieces of equipment and the computer that controls the operation. The data measured by this apparatus is stored as an ASCII file in the computer. The entire system is grounded to a common ground to eliminate any stray current loops. Figure 8.12 shows a schematic of the computer controlled current source and voltmeters.

The transport measurements are performed using a standard current biased four-point probe technique. A current is driven across the sample using a current source and the voltage drop across an area of interest is measured. The sample is anchored to the copper cold finger with Type N Apiezon grease. The four-probe technique is used to remove contact resistance from the measurements by driving a current across two leads and measuring the voltage drop across two different leads. The voltage drop is a passive measurement with very small amounts of current being drawn because of the high impedance such that the contact resistance is not measured. The standard measurements performed on this system include current vs. voltage (I-V), resistance vs. temperature (RT) and current vs. applied magnetic flux (I(B)). Figure 8.11 shows the configuration
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of the measurement scheme on the copper cold finger. The measurement is a current biased technique where a d.c. current is driven across a small section of the sample and the voltage drop across that section in measured.

VIII.6 Low Temperature Transport Measurements

The cryogenic transport measurements were performed with the standard four-point probe technique where the current is driven across a section of sample and the voltage drop across the section is measured. Figure 8.13 shows a SEM micrograph of a YBCO grain boundary microbridge with the two current leads and the two voltage leads marked for four-point probe measurements. For current vs. voltage (I-V) measurements, the current bias starts at zero and is incrementally ramped up to a maximum current ($I_m$), ramped back down through zero to negative $I_m$ and then back to zero again to ensure no hysteresis in the measurements. The maximum current $I_m$ and the incremental current steps ($\Delta I$) are controlled by the computer and are input by the user. The voltage response to an applied current has a time dependent component. The steady state condition is the experimental state of interest, therefore a short dwell time after each current increment is required to allow the transient voltages to dissipate. The dwell time at each new current increment before the voltage measurement is recorded is controlled by the computer and is input by the operator before each measurement run. The voltage readings at each
current increment are an average of typically ten measurements. The average is calculated via;

\[ \bar{V}_i = \frac{\sum_{n=1}^{10} V_n}{n} \]  

(8.1)

where \( \bar{V}_i \) is the average voltage at the \( i^{th} \) current increment and \( V_n \) is the \( n^{th} \) Voltage measurement at the \( i^{th} \) current increment. The standard deviation \( \sigma \) is calculated from;

\[ \sigma^2 = \frac{\sum_{n=1}^{10} (\bar{V}_i - V_n)^2}{n} \]  

(8.2)

to ensure that no major voltage fluctuations have occurred during the measurement due to current or temperature variations.

For Resistance vs. Temperature (RT) measurements, a bias current is chosen by the user and driven across the sample. The standard current bias that defines the onset of the normal state is 0.001 mA. The temperature interval (starting and ending temperature) and the incremental steps between measurements (\( \Delta T \)) are also input by the user and controlled by the computer. The temperature variation around a fixed temperature (acceptable error) for each temperature can also be controlled. Typically the temperature
increment is 0.2 K with ± 0.05 K allowable error. For RT measurements the thermal voltage offset is subtracted out to verify superconductivity. This is accomplished by measuring the voltage drop with a positive current bias, then measuring the voltage drop with a negative current bias, subtracting the two values and dividing by two. (equation 8.3)

$$V = \frac{V_+ - V_-}{2}$$  (8.3)

The thermal offset voltage of equation 8.3 is typically not subtracted out of current vs. voltage measurements for historical reasons. The resistance $R$ of the boundary is defined as;

$$R = \frac{\rho L}{A}$$  (8.4)

where $L$ is the length of the area usually defined by the microbridge length, $\rho$ is the resistivity and $A$ is the cross-sectional area. For a thin film superconductor the area $A$ is dependent on the thickness of the thin film and the width of the boundary. For a grain boundary Josephson junction the cross-sectional area is difficult to define due to the meandering of the grain boundary and thus the uncertainty of the actual boundary width.
This system can also be used to measure the critical current as a function of an applied magnetic flux $I_c(B)$ at low temperatures. The magnetic field variation of the critical current is central to this thesis since the $I_c(B)$ data will be used in concert with the phase retrieval algorithm outlined in chapter V to determine the local current variation along the boundary of a Josephson junction. The magnetic field near the sample is measured with a Magnos 1600 Gaussmeter. The magnetic field strength is controlled by a current source and can be varied from 0 to 5000 Gauss with a control of ± 0.01 Gauss. The field direction can be reversed independent of the current direction in the sample. The sample can be rotated through $360^\circ$ to allow the magnetic field to be applied with any orientation relative to the sample. Mu metal was used for zero field measurements to ensure a zero field condition within 0.01 Gauss. Typically an offset current is applied to the sample and the voltage variation as a function of an applied magnetic field is measured, however IV curves as a function of an applied magnetic flux can be measured and the $I_c(B)$ behavior determined from them.

Finally, Josephson junctions are extremely sensitive to radio-frequency (R-F) radiation. R-F radiation can be observed as small steps in the current-voltage measurements (Shapiro steps)(Shapiro et al. 1964). Thus all transport measurements were performed in a (quiet room) copper mesh shield room with a mesh size about 1 mm$^2$ to eliminate noise in the measurements due to R-F radiation. Electrical control equipment
such as voltmeters, control computers and scanner were isolated from the cryostat and located in a separate room from the shield room where the measurements were being taken. The electrical lines are all shielded to prevent noise and 100 Ohm resistors were placed in series on every line to increase the damping of the lines and prevent R-F interference.

VIII.7 Electron Microscopy

Various electron microscopy techniques were used to gain a better understanding of the boundary structure and geometry. A Hitachi 4500 Field Emission Gun (FEG) scanning electron microscope at Northwestern and a similar scope at Argonne National Laboratory were used to image the boundary plane and map the boundary meandering and large scale irregularities along the length of the junction.

Local variations of the microstructure were observed using a High Resolution Electron Microscopy (HREM). The primary instrument used for this research was the JEOL 4000 EXII at Argonne National Laboratory. YBCO is sensitive to electron beam damage. The oxygen content can be reduced as a function of time because of beam damage, therefore, much of the HREM work on YBCO was performed at 300 kV or less to minimize this effect (Richards et al. 1989).
Figure 8.6 Schematic of the Ion Milling Chamber and pumping system.
Figure 8.7 Schematic Ion Milling chamber and Kaufman type Ion source, sample mounting location and rotary feedthrough.
Figure 8.8 Photomicrograph of photolithography mask manufactured by Advance Reproductions. The light region in the micrograph are Cr metal and block the photoresist from being exposed to light. The region marked grain boundary is aligned with the grain boundary of the bicrystal thus producing a microbridge across the grain boundary region.
Figure 8.9 SEM micrograph of microbridge across a grain boundary. The location of the grain boundary is marked.
Figure 8.10 Schematic of Janus Supertran continuous flow low temperature cryostat with electrical coils for magnetic field measurements.
Figure 8.11 Copper cold finger within cryostat with 12 lead pins. The gold wires from the sample are indium soldered to the lead pins. The wires to the lead pins are run into a scanner that determines which pins receive current and which pins the voltage drop is measured across.
Figure 8.12 Schematic of computer controlled low temperature cryostat system.
Figure 8.13  SEM micrograph of boundary showing where the current and voltage leads are connected for standard four-point current vs. voltage measurements.
IX. Current Transport Across Symmetric 24° Tilt Grain Boundaries

Transport measurements were performed on thin film symmetric 24° tilt grain boundaries fabricated using the POMBE and PLD techniques described in Chapter VIII. The resistance vs. temperature (RT), current vs. voltage (I-V) and current vs. applied magnetic field (I_c(B)) measurements were performed to analyze the current transport along the boundary plane. The I_c(B) measurements were used in concert with the phase retrieval technique developed and detailed in Chapter V and used to calculate local current variations along the length of the grain boundary.

IX.1 Resistance vs. Temperature

The RT characteristics of a superconducting sample can be used to understand basic structural-transport relationships within a superconducting sample. Figure 9.1 shows the RT curve of a single crystal [001] oriented YBCO film grown epitaxially on a [001] single crystal SrTiO_3 substrate using pulsed laser deposition. For a single crystal superconductor, the transition between the superconducting and non-superconducting state should be abrupt because of the uniformity of T_c from region to region within the superconductor. The transition temperature of the sample in figure 9.1 is approximately 90 K. The slope of the normal region (temperature region from T_c to room temperature) is linearly increasing with temperature and continues to room temperature similar to a metallic conductor.
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Figure 9.1 Resistance vs. Temperature (RT) curve for a single crystal YBCO Thin film sample on a SrTiO₃ substrate. Note the abrupt transition from the superconducting state to the normal state for a single crystal.
Structural imperfections within a superconductor such as grain boundaries can act to disrupt the flow of supercurrent across the sample and result in suppressed critical current flow. Figure 9.2 shows the RT curve measured across a single symmetric 24° tilt YBCO grain boundary grown by PLD. The abrupt transition at $T_c$ evident in the single crystal sample of figure 9.1 disappears and is replaced by a broadened transition region. The onset of the resistive transition at a temperature below $T_c$ indicates weakened superconductivity across the grain boundary plane. The broadened transition region across a single grain boundary is commonly referred to as a foot structure. The foot structure of the grain boundary can be attributed to thermally activated transport channels that form near $T_c$ as the temperature is increased. These thermally activated transport channels are a result of phase slippage across the boundary due to slight thermal fluctuations near $T_c$. Thermally Activated Phase Slippage (TAPS) across the boundary plane results in a small finite resistance across the grain boundary while both of the adjacent grains are still superconducting (Gross 1992). The size of the foot structure is dependent on the bias current driven across the boundary for RT measurements. Using a large bias current results in large voltage drops across thermally activated conduction channels and therefore result in large foot structures. Figure 9.3 shows a RT curve for another 24° grain boundary. The foot structure due to the grain boundary and the linear normal region are both evident. Figure 9.4 shows an enlargement of the foot structure region of the sample from figure 9.3. The basic shape of the foot-structure is evident where a finite resistance is present down to approximately 75 K.
Figure 9.2 Resistance vs. Temperature (RT) curve for a single YBCO grain boundary. Note the broad transition “foot structure” from the superconducting state to the normal state for a single crystal.
Figure 9.3 Resistance vs. Temperature (RT) curve for a single 24° YBCO grain boundary. Note the “foot structure” and the linear normal region.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Figure 9.4 Enlargement of foot structure region from figure 9.3.
Figure 9.5 shows a RT curve of a single grain boundary curve that shows a foot-structure and two different transition temperatures corresponding to different $T_c$ values for the YBCO crystals on each side of the grain boundary. Figure 9.5 shows a foot structure starting at approximately 75 K. At approximately 82 K one of the grains starts to transform to the normal state and has a distinct transition temperature. At $\approx 89$ K the second grain transforms to the normal state with a second distinct transition temperature apparent.

IX.2 Current - Voltage Measurements

Current voltage measurements across the microbridge are used to obtain two crucial pieces of information about the superconducting sample; The critical current $I_c$ and the shape of the normal state resistance $R_n$ region of the curve. The shape of the normal region of the curve determines whether the grain boundary is a flux-flow type or a zero capacitance RSJ junction. The curvature of the I-V graph indicates the type of coupling across the boundary. The critical current is a hallmark property of a superconductor and is used for design purposes. The critical current is the sum of all the current channels across the boundary plane. The concept of locally varying current along the length of the boundary is important for understanding the magnetic field behavior of Josephson junctions.
Figure 9.5 Resistance vs. Temperature (RT) curve for a single 24° YBCO grain boundary. Note the double transition at $T_{c1}$ and $T_{c2}$ indicating a slightly different transition temperature for the single crystal on one side of the grain boundary from the other.
The total current crossing the boundary $I_{\text{total}}$ can be thought of as the integrated current along the length of the boundary,

$$I_{\text{total}} = \int_{0}^{w} I_{e}(x)dx$$  \hspace{1cm} (9.1)$$

or in terms of the total current density $J_{\text{total}}$

$$J_{\text{total}} = \int_{0}^{w} J(x)dx.$$  \hspace{1cm} (9.2)$$

The spatial varying nature of the current along the length of the grain boundary is not observable in I-V measurements, however the spatially varying current determines the total current crossing the boundary.

Most 24° grain boundary junctions have RSJ-like I-V behavior. Figure 9.6 shows a typical I-V curves of 24° grain boundary junctions with zero capacitance RSJ behavior. The zero capacitance RSJ model (from chapter III) can be simplified to

$$V = I_{c}R_{n}\sqrt{\left(\frac{I}{I_{c}}\right)^{2} - 1} \text{ for } I > I_{c}$$  \hspace{1cm} (9.3)$$

and
where the junction is modeled by a Josephson element in parallel with a resistor. At temperatures near $T_c$ the RSJ behavior of 24° grain boundaries is replaced by flux flow type behavior that is characterized by a positive curvature in the normal region of the curve. The lower critical currents at temperatures near $T_c$ are not sufficient to prevent Josephson flux motion along the grain boundary. Also a small resistance is present at temperatures near $T_c$ because of TAPS.

The variation of the critical current with temperature $I_c(T)$ for 24° grain boundary junctions follows;

$$I_c(T) = I_{c,0}(1 - \frac{T}{T_c})^2$$  \hspace{1cm} (9.5)

which is predicted for superconductor-normal-superconductor type junctions. This would suggest a disrupted region along the boundary similar to a normal metal.
Figure 9.6 Current vs. Voltage curve for a typical 24° grain boundary junction exhibiting zero capacitance RSJ behavior.
The magnetic field behavior of grain boundary junctions is complex and not well understood. An ideal junction with a uniform current distribution should have a near Fraunhofer pattern when the critical current is measured as a function of an applied magnetic field. Most low temperature superconductor Josephson junctions exhibit near Fraunhofer critical current vs. applied magnetic field patterns, however it was recognized early on that grain boundary Josephson junctions in high temperature superconductors deviated significantly from the ideal Fraunhofer case. As discussed earlier in chapter III, the magnetic variation of the critical current varies as the modulus of the Fourier transform of the local current variation and can be written as:

\[
I_c(u) = \left| \int_0^W J(x) \exp(iux) \, dx \right| \tag{9.6}
\]

where \( u \) is the normalized applied magnetic field defined in chapter III. From equation 9.6 it is evident that variations in the local current \( J(x) \) would result in deviations from the ideal Fraunhofer pattern. Deviations from the ideal Fraunhofer pattern can result from self-induced magnetic fields along the length of the boundary. When the width of a grain boundary junction is larger than four times the Josephson depth (\( W > 4\lambda_J \)) self-field effects can dominate. Self induced magnetic fields can result in asymmetric \( I_c(B) \) distributions depending on the magnetic field history of the sample. Figure 9.7 shows the
Figure 9.7 Critical current vs. applied magnetic flux for a long Josephson junction where self field effects result in nonsymmetric $I_c(B)$ behavior.
IC (B) data for a large single symmetric 24° grain boundary junction. The distribution is typical of large junctions where the deviations from Fraunhofer behavior are increased by the self-induced magnetic fields along the boundary. The IC (B) distribution for large junctions such as the one in Figure 9.7 show a large non-symmetric component and the measurements are often non-reversible depending on the magnetic history of the sample. Large junctions often show a measurement hysteresis that will be highlighted in chapter X.

When short junctions (W < 4λₐ) are measured, the self field effects are considered negligible and the IC (B) data is usually reversible and repeatable. Consequently, the deviations from the ideal Fraunhofer pattern may be attributed to variations in the local current J(x) as related in equation 9.6. The remainder of the chapter will focus on short junctions where self-induced magnetic fields do not alter the IC (B) measurements.

Figure 9.8 shows a IC (B) curve for a single [001] symmetric 24° grain boundary junctions measured at 4.2 K. The maximum current is located at B = 0 and the current oscillates in a regular repeating pattern. Notice that the oscillating current never goes to zero as the magnetic field is increased. For an ideal uniform junction, there is perfect cancellation of the current at integral flux values. When the current along the junction is non-uniform the flux cancellation of the current is expected to be non-uniform and thus result in "excess current" in the IC (B) measurements. The excess current that is the result of non-uniform currents along the boundary is indicated in figure 9.8.
Figure 9.8 Critical current vs. applied magnetic flux for a short Josephson junction where self field effects are negligible and therefore the $I_c(B)$ behavior is symmetric about $B = 0$. 
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Figures 9.9 and 9.10 show the $I_c(B)$ curve of two different single 24° grain boundary junctions measured at 4.2 K. The maximum current is located at $B = 0$ and the current oscillates in a regular repeating pattern. The large deviations from Fraunhofer and the excess current both indicate large deviations from a uniform current distribution along the length of the boundary.

A significant amount of evidence suggests that the current distribution along the length of a grain boundary in high-$T_c$ superconductors is non-uniform. High field measurements that show current oscillation up to 12 Tesla indicate current variations at the sub-nanometer length scale (Froehlich et al. 1995; Sarnelli et al. 1993c; Daumling et al. 1992). Chapter III discussed the parallel conduction channel models and highlighted the importance of local chemistry on the variation of the local current along the boundary. All of these studies suggest a non-uniform current distribution, but it has never been directly observed or calculated.
Figure 9.9 Critical current vs. applied magnetic flux for a short Josephson junction where self field effects are negligible and therefore the $I_c(B)$ behavior is symmetric about $B = 0$. 
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Figure 9.10 Critical current vs. applied magnetic flux for a short Josephson junction where self field effects are negligible and therefore the $I_c(B)$ behavior is symmetric about $B = 0$. 
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The phase retrieval algorithm detailed in chapter V was used to determine the local variation of the current crossing the boundary from $I_c(B)$ measurements. The $I_c(B)$ measurements were performed in the transport system detailed in chapter VIII and the data was corrected for demagnetization according to the method detailed in chapter VII. When multiple solutions were found the solutions are presented in terms of their figure of merit (FOM).

Figure 9.11 shows the $I_c(B)$ measurements from a single 5 μm wide, symmetric [001] 24° tilt boundary measured at 4.2 K. The $I_c(B)$ data sets were measured in both the positive and negative field directions. The $I_c(B)$ measurements were completely reversible with respect to field direction which is a requirement for this type of Fourier analysis. The current density $J(x)$ from equation (9.6) is assumed to be real. Therefore $I_c(B)$ must be symmetric about zero. Consequently, for calculation purposes, slight non-symmetries in the $I_c(B)$ data were averaged out. There also existed in much of the data a residual current independent of the applied field that was subtracted out of the data before the algorithm was applied. The resolution of $J(x)$ in real space is determined by the magnetic field sweep. The spacing in real space between any two consecutive data points $Δx$ is proportional to the inverse of the magnetic field sweep.

$$Δx = \frac{Φ_e}{2πDΔBΝ}$$ (9.7)
where \( \Delta B \) is the magnetic field spacing, \( D = 2 \lambda_c \) and \( N \) is the total number of data points in the magnetic field sweep from \(-B_{\text{max}}\) to \(B_{\text{max}}\). The applied magnetic field values must be corrected for demagnetizing effects as pointed out by Rosenthal et al. and detailed in chapter VII (Rosenthal et al. 1991).

The phase retrieval algorithm produces solutions for \( J(x) \) that are consistent with the known physical constraints on the boundary. Since the possibility exists for multiple solutions, we have used a search algorithm (genetic algorithm) to rigorously search solution space for all possible solutions. When multiple solutions are identified we present all possible current distributions across the boundary.

Typically the algorithm found between one and three possible correct solutions. However, all of the solutions were similar, i.e. mathematically different but represented the same physical current distribution. Figure 9.12 shows two different solutions (both have zero FOM) that the phase retrieval algorithm found for the data set from figure 9.11. The spatial resolution of the data points calculated from equation (9.7) (correcting for the demagnetization field) is \( = 0.13 \mu \text{m} \). There is a strong peak to peak correspondence between the solutions and the relative peak heights are similar. The two solutions determined by the phase retrieval algorithm for the data set in figure 9.11 represent within the accuracy of the measurement the same current distribution. Whenever multiple distinctly different solutions are mathematically possible, all solutions
Figure 9.11 Critical current vs. applied magnetic flux for a single 24° symmetric tilt boundary measured at 4.2 K.
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Figure 9.12 Local current distributions calculated from the data in figure 9.11. Although the two current distributions are mathematically different, they represent the same physical current distribution.
that conform to a zero FOM must be considered a possible correct solution. Thus it is extremely important to quantitatively rank the various solutions to determine which are actually correct solutions distinct from trap or tunnel solutions where the algorithm has stagnated. The fact that the algorithm used has always found just one type of solution within the accuracy of the experimental measurements and the validity of equation (9.6) indicates that our procedure is quite robust.

Figure 9.13 Shows $I_c(B)$ data from a 5 μm wide boundary measured at two different temperatures. The positional current $J(x)$ across the boundary was calculated for each data set with a spatial resolution of approximately 0.13 μm. Figure 9.14 shows the only solution found by the algorithm for both the 4.2 K and 60 K measurements. There is strong physical agreement between both solutions, with good correspondence of peak positions and peak shape similarity between the 4.2 K and the 60 K measurements. The 4.2 K sample shows a significantly larger total current crossing the boundary which is consistent with the variation of the critical current with temperature. The results of figure 9.14 indicate that by calculating the positional critical current $J(x)$ as a function of temperature $J(x,T)$, it may be possible to map specific areas along the boundary that have a different superconducting to normal transition temperature than that of the averaged total grain boundary transition temperature. Also, the current distribution at two different temperatures should be similar as in figure 9.14. Thus any solutions found at an intermediate temperature must also conform to the same physical current distribution. Therefore, if there were actually physically different solutions, it would be possible by
Figure 9.13 Critical current vs. applied magnetic field for a 5 μm wide 24° tilt grain boundary measured at 4.2 K and 60 K. The lower temperature measurement has the larger \( I_c \) value.
Figure 9.14 Local current distributions calculated from the data in figure 9.13. Note the strong correlation between the solutions determined at two different temperatures.
performing these measurements at various temperatures to eliminate “non-physical” current distributions and determine a unique solution to the problem.

The ultimate goal is to correlate these current inhomogeneities to structural and compositional variations along the length of the grain boundary. Small deviations of the current from point to point may be very difficult to distinguish microstructurally. Studies of the oxygen stoichiometry along the length of the boundary have revealed that the oxygen content can vary from point to point along the boundary which may account for some variations in the local transport properties, but would be very difficult to quantify experimentally. However, as shown above, large areas along the boundary that carry no current (such as the sample in figure 9.14) may have some microstructural irregularities that are distinguishable and can be directly compared with the positional current \( J(x) \) solutions.

Figure 9.15 shows a \( I_c(B) \) measurement for a 10 \( \mu \text{m} \) wide 24° grain boundary junction measured at 70 K. The junction is wider than most of the junctions that were studied, but because of the relatively high measurement temperatures it is close to the short limit and useful information about the local current should be obtainable. The \( I_c(B) \) measurement shows at least two distinct frequency of oscillation that should correspond to two distinct conduction paths across the boundary plane. Figure 9.16 shows the local current distribution determined from the data in figure 9.15 and the phase retrieval
Figure 9.15 $I_c(B)$ measurement at 70 K for a 10 mm wide junction. Note the two distinct oscillation frequencies.
Figure 9.16 Local current distributions calculated from the data in figure 9.15. Note the three distinct regions along the boundary that carry most of the current.
algorithm. The current distribution shows three distinct conduction regions along the boundary that carry the majority of the current.

Note that all of these solutions indicate that the majority of the current is carried by a small number of superconducting segments along the boundary separated by regions that carry little or no current. There have been several grain boundary models (see chapter III) that suggest the current across the boundary is carried by a series of small (nanometer length scale - μm length scale) superconducting filaments along the length of the boundary. Our results in no way contradict these models, however due to the limited magnetic field sweep of our data and the resulting lower resolution of the current distributions, we would expect our boundaries to appear more uniform than the microfilamentary models would suggest.

The general current behavior along the length of our boundaries is quite similar to the current variations reported by Nesher and Ribak (Nesher et al. 1997). Notice that the current varies quite extensively from region to region along the length of the boundary in figure 9.12. Laser scanning microscopy (LSM) imaging and Low Temperature Scanning Microscopy (LTSEM) of the spatial variation of the critical current in high-Tc grain boundaries has shown similar oscillations in the current along the length of the boundary (Gerdeumann et al. 1994; Fisher et al. 1994; Mannhart et al. 1990; Divin et al. 1996; Shadrin et al. 1998). However, because of the increased resolution and sensitivity of the phase retrieval technique over LTSEM and LSM measurements, many of the...
inhomogeneities of the current distributions can not be resolved by these scanning
techniques. Therefore, boundaries studied by these scanning techniques would appear
more uniform on a larger scale than the boundaries studied here.
X. Current Transport Across Asymmetric 45° Tilt Grain Boundaries

Transport measurements were performed on thin film asymmetric 45° tilt grain boundaries fabricated using the Sputter Induced Epitaxy (SIE) technique developed by Vuchic et al. and described in Chapter VIII (Vuchic et al. 1995). The resistance vs. temperature (RT), current vs. voltage (I-V) and current vs. applied magnetic field (Ic(B)) measurements were performed to analyze the current transport along the boundary plane. The Ic(B) measurements were used in concert with the phase retrieval technique developed and detailed in Chapter V and used to calculate local current variations along the length of the grain boundary. The results are discussed in terms of boundary microstructure, local chemistry and the d-wave symmetry of the order parameter.

X.1 Resistance vs. Temperature

Figure 10.1 shows a RT curve of a typical single [001] oriented asymmetric 45° grain boundary junction. The linear normal region and the foot-structure are evident. Figure 10.2 shows an enlargement of the foot-structure of the sample in figure 10.1. Note the resistance of the grain boundary continues down to approximately 58 K. Figure 10.3 shows the RT curve across a single grain boundary and across an adjacent grain. Note the abrupt transition of the grain vs. the foot-structure of the grain boundary. The size of the foot-structure is dependent on the bias current used during the measurement. The standard bias current is 0.001 mA.
Figure 10.1 Resistance vs. Temperature measurement across a single 45° asymmetric tilt grain boundary. The linear normal region above $T_c$ and the foot structure just below $T_c$ are evident.
Figure 10.2 Enlargement of foot structure region of figure 10.1.
Figure 10.3 RT measurement across a single grain and across a single 45° grain boundary. The resistance of the grain boundary continues down to a lower temperature than the adjacent grain.
The current driven across any boundary will seek the path of least resistance. Consequently, when performing bulk transport measurements (RT or I-V measurements) it is important to understand that the current will find the least resistive path across a single grain boundary or across multiple grain boundaries in a polycrystalline sample. For a single grain boundary, regions along the boundary may have different $T_c$ values because of local microstructure or chemistry variations, therefore, as the temperature is increased a greater portion of the boundary will become resistive and thus will change the transport measurements. Unfortunately, bulk measurements such as RT or I-V measurements are not sensitive to local variations along the boundary and only the total current is measured.

X.2 Current vs. Voltage Measurements

Figure 10.4 - 10.6 show the current vs. voltage (I-V) behavior for a single 45° grain boundary junction. The I-V characteristics of most 45° grain boundary junctions can be described as a zero capacitance RSJ model junction similar to the 24° grain boundaries. Care must be taken when performing the measurements to ensure that the sample was cooled in a zero field environment and that the sample is in the short junction limit where the width $W < 4\lambda$. Trapped flux in short junctions or self-generated flux in long junctions can result in flux-flow type I-V characteristics which are shown in figure...
Figure 10.4  I-V curve of a single 45° grain boundary junction that follows the zero capacitance RSJ form.
Figure 10.5 I-V curve of a single 45° grain boundary junction that follows the zero capacitance RSJ form.
Figure 10.6 I-V curve of a single 45° grain boundary junction that follows the zero capacitance RSJ form.
Figure 10.7 I-V curve of a single 45° grain boundary junction that shows flux-flow type rounding of the I-V curve.
Figure 10.8 I-V curve of a single 45° grain boundary junction that shows flux-flow type rounding of the I-V curve.
10.7-10.8. Moeckly et al. also attributed the rounding of the I-V curve to oxygen disorder (Moeckly et al. 1993).

X.3 Magnetic Field Behavior

The magnetic field behavior of [001] oriented 45° tilt grain boundaries in YBCO is complex and poorly understood. Early on it was recognized that many 45° tilt grain boundaries did not follow the standard Fraunhofer type magnetic field patterns of most Josephson junctions (Mannhart et al. 1996; Hilgenkamp et al. 1996; Copetti et al. 1995; Vuchic et al. 1995). However there were also groups that reported magnetic field patterns for 45° tilt boundaries that showed large central peaks and regular oscillations of the critical current similar to the ideal Fraunhofer pattern (Copetti et al. 1995; Nicoleti et al. 1997; Lathrop et al. 1991).

Recent work has shown that the d-wave symmetry of the order parameter can be used to explain many of the anomalous magnetic field patterns that are observed for 45° tilt grain boundaries (Sigrist et al. 1995; Mannhart et al. 1996; Copetti et al. 1995; Hilgenkamp et al. 1996). The details involved with d-wave symmetry are explained in chapter IV. The major difference with 45° tilt boundaries from lower angle tilt boundaries is the possibility of locally negative currents. For 24° tilt boundaries it was assumed that the current crossing the boundary at zero applied magnetic field was always in the direction of the current bias (always locally positive). For 45° tilt boundaries,
because of the d-wave symmetry of the order parameter, it is possible for locally
negative currents to exist that flow opposite to the current bias direction. This possibility
must be accounted for when applying the phase retrieval algorithm when attempting to
determine the local current distribution J(x).

Critical current vs. applied magnetic field measurements for 45° tilt boundaries
suffer from the same problems as the 24° boundaries. Figure 10.9 shows a typical I_c(B)
measurement for a single 45° grain boundary. The current oscillates with an applied field
similar to 24° boundaries, however there is no large central current peak at B = 0. For
many junctions, at B = 0 the current shows a minimum as in figure. 10.9. Figure 10.10
shows a I_c(B) measurement for a long (W > 4λ_f) 45° boundary where self-field effects
dominate the I_c(B) behavior. The critical current for the sample in figure 10.10 was first
measured in an increasing field and then a decreasing field environment. The hysteresis
in the I_c(B) measurement is evident in figure 10.10. The data used for the phase retrieval
algorithm must be reversible with no evident hysteresis in the measurements.
Consequently, as with 24° junctions, only short junctions (W < 4λ_f) with symmetric I_c(B)
distributions that are reversible may be used for phase retrieval.
Figure 10.9 $I_c(B)$ curve of a single 45° grain boundary junction that shows Josephson oscillations of the critical current with significant excess current and no large central peak located at $B = 0$. 
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Figure 10.10 $I_c(B)$ curve of a single long 45° grain boundary junction measured in both an increasing and decreasing magnetic field environment. Note the hysteresis in the measurement.
X.4 Local Current Variation

The phase retrieval algorithm detailed in chapter V was modified to allow locally negative currents along the length of the boundary and was used to determine the local variation of the current crossing the boundary from $I_c(B)$ measurements. The $I_c(B)$ measurements were performed in the transport system detailed in chapter VIII and the data was corrected for demagnetization according to the method detailed in chapter VII. By allowing for locally negative currents an extra degree of freedom was added at each location along the boundary and thus the number of possible solutions was greatly increased. The lack of uniqueness for the 1-D phase retrieval problem was discussed in great detail in chapters V and VI. The increased probability of multiple solutions must be dealt with before useful information can be obtained from the phase retrieval algorithm for 45° grain boundary junctions.

In chapter VI the disconnected support constraint proposed by Greenaway, Crimmins, Fienup and Sault was discussed (Greenaway 1977; Crimmins et al. 1981; Crimmins et al. 1982; Sault 1984). The basic idea was to fix a certain size region within the real space object to be zero. This additional support can be used to guarantee a unique solution to the 1-D phase problem even when locally negative currents are permitted.
A Hitachi Focused Ion Beam (FIB) was used to etch channels along the boundary plane. The FIB etched away the YBCO leaving channels along the boundary plane that carry zero current. These zero current channels were patterned to ensure a sufficiently disconnected support constraint and thus guarantee the uniqueness of the 1-D phase retrieval algorithm.

Figure 10.11 shows a SEM micrograph of a photolithographically patterned and FIB etched microbridge across a 45° boundary. The FIB etched channel is = 6 μm in width and conforms to the sufficiently disconnected support criterion that is required for uniqueness of the phase retrieval solution. Cryogenic measurements were made of the critical current as a function of an applied magnetic field. Figure 10.12 shows the experimentally measured $I_c(B)$ behavior of the junction shown in figure 10.11. The diffraction pattern is typical of many 45° grain boundary junctions where the maximum critical current is located at $B \neq 0$. The absence of a large central peak is indicative of locally negative currents along the boundary. The regions etched by the FIB that are evident in the photomicrograph can be assumed to carry zero current and thus can be used as a constraint in the phase retrieval algorithm. Figure 10.13 shows the local current distribution $J(x)$ determined from the $I_c(B)$ of figure 10.12. The FIB etched regions within the junction satisfies the sufficiently disconnected support constraint and thus the current distribution in figure 10.13 should be unique. Note the large variation in the local current along the length of the boundary as well as the current reversals (negative local currents) along the boundary. The Fourier Josephson relation requires locally negative...
Figure 10.11 SEM micrograph of a FIB etched 45° grain boundary junction.
Figure 10.12 $I_c(B)$ data for FIB patterned grain boundary shown in Figure 10.11.
Figure 10.13 Local current distribution $J(x)$ determined from the data in figure 10.12. The large region in the middle of the junction was known to be zero from the FIB damage and used as a constraint to guarantee unique solution.
currents along the boundary when the maximum current across a Josephson junction is not located at \( B = 0 \).

Figure 10.14 is a SEM micrograph of a 45° grain boundary junction where two channels across the boundary plane have been etched with a FIB. The etched channels cannot carry current and thus act as the disconnected support for the phase retrieval algorithm, however, this particular sample does not conform to the stringent requirement of sufficiently disconnected support as put forth by Crimmins and Fienup (Crimmins et al. 1982). Figure 10.15 shows the \( I_c(B) \) pattern measured from the sample in figure 10.14. Note again the large oscillations of the current and that the maximum critical current is not located at \( B = 0 \). Figure 10.16 shows the current distribution solution \( J(x) \) determined from the phase retrieval technique. Only one solution was obtained to the phase retrieval problem, even though the possibility for more than one solution existed because of the lack of sufficient constraints to guarantee uniqueness.
Figure 10.14 SEM micrograph of FIB etched 45° grain boundary junction.
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Figure 10.15 $I_c(B)$ data for FIB patterned grain boundary shown in Figure 10.14.
Figure 10.16 Local current distribution $J(x)$ determined from the data in figure 10.15. The two large zero regions in the middle of the junction were used as a constraint to guarantee unique solution.
Figure 10.17 shows the $I(B)$ behavior of a single 45° grain boundary junction where no channels were etched with the FIB. The single junction shows the typical 45° diffraction pattern with no large central current peak located at $B = 0$. The $I(B)$ data from figure 10.17 was used to determine local current distributions $J(x)$ for the junction. The junction does not have channels etched with the FIB that can be set to zero and used as a constraint to guarantee uniqueness of the solution. The constraints that can be used are the finite support of the junction (junction width is fixed and the current must be zero outside of the junction), the local current must always be less than a maximum, $J_{c,\text{max}}$, and the total current must be positive even though locally it can be negative. Using these constraints the phase retrieval was used to calculate possible current distributions for the junction. Figure 10.18 shows the different current distributions determined using the known boundary constraints and the phase retrieval algorithm. The phase retrieval algorithm was able to find several different solutions from the data in figure 10.17. The solutions are non-unique in a strict mathematical sense, but share many similar physical traits. All of the solutions share common large peaks toward the left-hand side of the solutions. Peaks largely correspond to peaks and troughs correspond to trough thus representing similar current distributions. Some of the smaller peaks toward the right side of the distribution in figure 10.18 are out of phase and thus represent ambiguities in the physical interpretation of the current distributions. It may be useful to average the various current distributions since the large peaks have a strong correlation between solutions. Figure 10.19 shows the average of the three different solutions found in figure 10.18. The large-scale features common to all three solutions remain intact because of.
the strong correlation between solutions, however much of the fine scale detail is lost due to variations in the individual solutions.

Figure 10.17 Critical current vs. applied magnetic field data for a single 45° grain boundary junction.
Figure 10.18 Multiple local current distributions $J(x)$ calculated from the data in figure 10.17. Multiple solutions to the phase problem exist for a single junction without disconnected support. Note the similarity between the large scale features in the different solutions. The extra degree of freedom at each data point results in many different possible solutions to the 1-D phase problem.
Figure 10.19 Averaged solution calculated from the solutions in figure 10.18. The large scale features have been retained in the averaged solution because of the similarities between solutions. Some of the small scale features have been lost or averaged out due to the various solutions being slightly out of phase.
XI.  Ramp-Edge Josephson Junctions

XI.1 Introduction

High-T$_c$ Josephson junctions have shown large scatter in their transport properties. The vast scatter in the transport properties found in the various types of Josephson junctions can be largely attributed to the variation of the interface barrier structure from one junction to another. High angle grain boundaries have shown large scatter in both their transport properties and microstructure and thus are not reliable yet for reproducible devices.

One promising type of Josephson junction for device applications are the superconductor/barrier/superconductor ramp-edge Josephson junctions. The microstructure of the interface between the superconducting electrodes in these junctions can play an important role in determining the uniformity of the junction transport properties and thus the junction's potential usefulness for device applications (Hunt et al. 1988; Huang et al. 1999; Jia et al. 1995; Char et al. 1993; Char 1994; Rozeveld et al. 1995; Ono et al. 1991; Olsson et al. 1994; Merkle et al. 1999; Olsson et al. 1993; Rozeveld et al. 1996; Wen et al. 1995; Blank et al. 1997; Char et al. 1993; Char 1997).
XI.2 Superconductor-Barrier-Superconductor Ramp-Edge Junctions

The basic ramp-edge junction of interest is an epitaxial multilayer device with the superconducting/barrier/superconducting structure where the barrier layer can be either a normal (SNS) or insulating (SIS) material. High-Tc junctions are potentially useful for many electronic applications, however significant performance barriers have prohibited applications thus far. Specifically, any useful high-Tc junction must possess large \( I_c R_n \) products (> 1 mV), good ac and dc Josephson magnetic field response, high critical current density and reproducibility. These epitaxial multilayer junctions have great potential to satisfy all of the necessary requirements for commercial device implementation.

Low-Tc superconductor SNS and SIS Josephson junctions have been extensively studied and show ideal properties for device applications. The junctions studied by Dynes and Fulton were SIS (Sn-oxide-Sn) multilayer devices and showed near ideal Fraunhofer magnetic field responses to an applied magnetic field (see figure 11.1)(Dynes et al. 1971). It was hoped that high-Tc ramp-edge junctions would demonstrate similar ideal and repeatable transport properties as their low-Tc counterparts. Unfortunately, complications arising from the complex crystal structures involved and the resulting local microstructure has resulted thus far in poor performance and reproducibility of high-Tc ramp-edge junctions.
Figure 11.1. Critical current vs. applied magnetic flux $I_c(B)$ for a SNS low-$T_c$ Josephson junction. (From Dynes et al. 1971)
Many different barrier layer materials, both normal and insulating, have been used to form YBCO superconductor-barrier-superconductor Josephson junctions. Table 11.2 is a partial list of materials (normal and insulating) that have been used to form Josephson junctions with YBCO. The basic structure is a sandwich type structure shown in Figure 11.3 with the barrier layer separating the two YBCO electrodes. The basic superconductor-barrier-superconductor device structure is usually fabricated in the ramp geometry shown in Figure 11.3. Typically a YBCO base layer is grown epitaxially on a suitable cubic or near cubic substrate material (MgO, LaAlO₃, SrTiO₃, CeO₂ etc.). A ramp edge is then sputtered at a predetermined angle (typically 30°). A thin barrier layer material (typically 10-50 nm) is then deposited on the ramp surface. A second YBCO layer is deposited on top of the barrier layer to act as the second electrode in the multilayer structure. Figure 11.4 shows a schematic of the current transport geometry across the multilayer device. The current is driven across the barrier layer in the [100] or [010] direction of the YBCO electrodes. For magnetic field detection, the magnetic field is applied perpendicular to the current direction and parallel to the [001] of both the substrate and the two YBCO layers.

The current-voltage characteristics of most ramp-edge YBCO junctions can be described by a zero capacitance RSJ junction model similar to grain boundary Josephson junctions. The normal state resistance $R_n$ determined from the current-voltage curves is constant and does not vary with temperature.
<table>
<thead>
<tr>
<th>Normal Materials</th>
</tr>
</thead>
<tbody>
<tr>
<td>Au</td>
</tr>
<tr>
<td>Ag</td>
</tr>
<tr>
<td>Pb</td>
</tr>
<tr>
<td>CaRuO$_3$</td>
</tr>
<tr>
<td>SrRuO$_3$</td>
</tr>
<tr>
<td>PrBa$_2$Cu$<em>3$O$</em>{2-d}$</td>
</tr>
<tr>
<td>Y$<em>{0.6}$Pr$</em>{0.4}$Ba$_2$Cu$<em>3$O$</em>{7-d}$</td>
</tr>
<tr>
<td>Nb-doped SrTiO$_3$</td>
</tr>
<tr>
<td>(CaSr)RuO$_3$</td>
</tr>
<tr>
<td>(LaSr)CoO$_3$</td>
</tr>
<tr>
<td>Ca-doped YBCO</td>
</tr>
<tr>
<td>Co-doped YBCO</td>
</tr>
<tr>
<td>(LaSr)$_2$CuO$_4$</td>
</tr>
<tr>
<td>SrTiO$_3$*</td>
</tr>
<tr>
<td>MgO*</td>
</tr>
<tr>
<td>NdGaO$_3$*</td>
</tr>
</tbody>
</table>

* indicates insulating material (SIS) junction

Figure 11.2. Materials that have been used to form Superconductor/barrier/Superconductor Josephson junctions with YBCO.
Barrier layer
normal or insulating

Figure 11.3. Standard ramp geometry of SNS Josephson junction.
Current driven across the barrier perpendicular to the direction of the applied magnetic field. The magnetic field is applied parallel to the [001] of the substrate and the two YBCO electrodes.
It is believed that the structural uniformity of the barrier layer is directly related to the current crossing the boundary and therefore determines the reproducibility of these junctions (Olsson et al. 1994; Wen et al. 1995; Huang et al. 1998; Huang et al. 1997; Rozeveld et al. 1995; Blank et al. 1997; Hunt et al. 1998; Zhou et al. 1998; Antognazza et al. 1995; Rozeveld et al. 1996; Char et al. 1993; Merkle et al. 1999; Harada et al. 1991; Jia et al. 1995). There are many factors that can influence the uniformity of the barrier layer and thus the current distribution across the boundary. Local oxygen content variation, boundary precipitates, interfacial strain fields and boundary microstructure can all play an important role.

**XI.3 Interface Engineered Ramp-Edge Junctions**

Previous work on plasma treated and ion milled YBCO surfaces have shown that these surface treatments result in structural changes to the YBCO. These treated YBCO surfaces can act as a Josephson barrier for ramp-edge type junctions. Understanding that the interface layer can play a dominant role in controlling the reproducibility in manufacturing Josephson junctions, Moeckly and Char developed a method for fabricating ramp-edge Josephson junctions without the growth of a heterophase interlayer (Moeckly et al. 1997; Moeckly et al. 1998). Instead, they applied an Ar/O plasma treatment to the surface of the first YBa$_2$Cu$_3$O$_{7-x}$ (YBCO) layer in the ramp edge junction forming an intermediate layer which acts as a Josephson junction barrier. These interface engineered junctions have been shown to be highly reproducible with resistively-shunted...
junction like I-V characteristics, Fraunhofer-like magnetic field response and $I_R$ values between 0.1 – 0.5 mV (Moeckly et al. 1997; Moeckly et al. 1998).

To gain a better understanding of the properties as they relate to the reproducibility of the interface engineered junctions, we have studied the current distribution across ramp-edge YBCO Josephson junctions. Understanding how the current distribution across the boundary varies from one junction to another and how that variation correlates to the boundary microstructure will provide insight to the mechanism controlling the transport process across the boundary. Calculations of the critical current variations along the length of the boundary were performed, based on critical current vs. applied magnetic field measurements. Critical current vs. applied magnetic field measurements on YBCO interface engineered ramp-edge junctions with the magnetic field applied perpendicular to the substrate surface. The current distribution along the length of the boundary (as defined in figure 11.4.) for each sample was calculated using the phase retrieval algorithm.

Critical current vs. applied magnetic field measurements were performed on 4 μm wide interface engineered junctions for analysis of the current distribution. Figure 11.5 shows the $I_c(B)$ data from a typical ramp-edge interface engineered junction measured at 4.2 K. Compared with grain boundary junctions, the $I_c(B)$ patterns are highly uniform and close to the ideal Fraunhofer diffraction pattern. The current oscillates to near zero
Figure 11.5 $I_c(B)$ data from a typical ramp-edge interface engineered Josephson junction measured at 4.2 K. Note the near Fraunhofer shape and oscillations.
and therefore has little or no excess current compared to grain boundary junctions. Figure 11.6 depicts the critical current vs. applied magnetic field of another typical interface engineered junction. Measurements were performed on the junction at 40 K and 60 K. The $I_C(B)$ data was corrected for demagnetization effects using the same procedure as for grain boundary junctions and used to determine the local current distributions $J(x)$ at each temperature. Figure 11.7 shows the critical current distributions $J(x)$ along the length of the boundary for each measured temperature from the sample in figure 11.6. The current distributions are highly uniform and demonstrate good agreement between the two measured temperatures. It is important to note that the magnetic field dependence of the sample in figure 11.6 shows only minor deviations from the ideal Fraunhofer pattern and therefore should (and does) result in a fairly uniform current distribution along the length of the boundary shown in 11.7.
Figure 11.6 $I_c(B)$ data from a 4mm wide junction measured at 40 and 60 K.
Figure 11.7 Local current distribution determined from the $I_c(B)$ data shown in figure 11.6. The highly uniform local current distributions are in stark contrast to the highly varying patterns found for grain boundary junctions.
XII. Understanding 24°, 45° and Ramp-Edge Josephson Junctions

XII.1 Introduction

The theoretical understanding of high-$T_c$ Josephson junctions originates from the theories developed for low-$T_c$ superconductors. Most of the relevant theoretical background for low-$T_c$ Josephson junctions was presented in chapters II and III. The most important relationship is the Josephson equation,

$$I_c(u) = \left| \int_{a}^{b} J_c(x) \exp(iu x)dx \right|,$$

(12.1)

that has been explored and exploited extensively in this thesis. Figure 11.1 from chapter XI (shown again in this chapter as figure 12.1) is the $I_c(B)$ data from a low-$T_c$ Josephson junction measured by Dynes and Fulton (Dynes et al. 1971). The $I_c(B)$ data in figure 12.1 follows in close agreement with the ideal Fraunhofer equation. Equation 12.1 was developed for low temperature superconductors that have a relatively large coherence length compared to high-$T_c$ materials and a non-directional (s-wave) symmetry of the superconducting order parameter. Any disruption of the material on the same length scale of the order parameter is capable of destroying the supercurrent flow. For low-$T_c$ superconductors, the coherence length can be as large as 0.5 μm, therefore, it requires very large scale disruptions of the microstructure to alter the supercurrent flow.
Figure 12.1 Critical current vs. applied magnetic flux $I_c(B)$ for a SIS low-$T_c$ Josephson junction. (From Dynes and Fulton) (Dynes et al. 1971)
along the boundary of a low-\( T_c \) Josephson junction. Consequently, most low-\( T_c \) Josephson junctions follow closely to the ideal Fraunhofer pattern as in figure 12.1.

Compared to low-\( T_c \) superconductors, high-\( T_c \) superconductors such as YBCO have a coherence length on the nanometer length scale and a highly directional symmetry (d-wave) of the order parameter. Consequently, any disruption of the material on the nanometer length scale is capable of altering or destroying the superconductivity of a high-\( T_c \) superconductor.

XII.2 24° Symmetric Tilt Grain Boundary Junctions

The weak link nature of grain boundaries in high-\( T_c \) superconductors has been discussed in previous chapters. The structure of grain boundaries can have disruptions on the same length scale as the coherence length and therefore result in regions of suppressed or destroyed superconductivity. The basic structure of grain boundaries was discussed in chapter III. Symmetric 24° tilt boundaries were used in this thesis to study grain boundary transport. Transmission electron microscope studies of grain boundary junctions have shown large variations in the boundary microstructure along the length of the boundary. Boundary precipitates, meandering of the boundary on the order of hundreds of nanometers and faceting on the 10-100 nanometer length scale (the length and orientation of the facets are dependent on the grain boundary orientation) are dominant features of most grain boundary junctions. Meandering is believed to be
caused by rapid growth in the a-b plane of the YBCO over the template bicrystal resulting in a YBCO grain boundary junction that does not follow the bicrystal template closely. Studies of symmetric 24° YBCO grain boundaries have indicated that, although the underlying SrTiO₃ substrate is prepared as a symmetric bicrystal, large areas along the boundary are not symmetric due to the boundary meandering. Figure 12.2 shows and high resolution electron microscope (HREM) micrograph of a YBCO 24° symmetric tilt grain boundary looking down the [001] direction from Huang (Huang et al. 1997). The length of the boundary shown in figure 12.2 is relatively straight and the grain boundary plane is near a symmetric orientation. The grain boundary core appears disordered in a region less than a nanometer in width. Figure 12.3 shows an HREM image of a different region along the same YBCO grain boundary. Here the grain boundary is inclined relative to the film normal but largely parallel to (010) of the top crystal. The appearance of asymmetric facets is typical of large regions of the grain boundary. The Morié pattern in figure 12.3 evident at the boundary is indicative of an incline and overlapping of the two crystals in the direction of the electron beam. The HREM image of figure 12.4 depicts another asymmetric region of the same grain boundary. Again, the large width of the Morié pattern at the grain boundary indicates considerable crystal overlap due to the inclined grain boundary plane. Adjacent grains that are well connected, in contrast to cores that are strongly disordered, are expected to carry higher critical currents. Figures 12.2 - 12.4 demonstrate the great variation in the local microstructure of grain boundaries, which is to a large extent due to the grain boundary meandering, as discussed below.
Figure 12.2 HREM of [001], 24° YBCO grain boundary grown on a [001] symmetric SrTiO$_3$ bicrystal template. Note that this area of the grain boundary is straight and has a disordered region at the grain boundary. (Image courtesy of Y. Huang) (Huang et al. 1999)
Figure 12.3 HREM image of a 24° YBCO grain boundary grown on a [001] symmetric SrTiO₃ bicrystal template. Note that this area of the grain boundary is asymmetric which is caused by macroscopic boundary meandering. The Morié pattern at the boundary indicates an overlap of the two grains. Therefore, the grain is of mixed character (tilt and twists). (Image courtesy of Y. Huang)(Huang et al. 1999)
Figure 12.4 HREM image of a 24° YBCO grain boundary junction. The large Morie' pattern indicates considerable overlapping of the grains. (Image courtesy of Y. Huang)(Huang et al. 1999)
It is evident that the local symmetry at the grain boundary is controlled by the meandering of YBCO across the template bicrystal boundary. Thus the notion of distinguishing between symmetric and asymmetric boundaries when discussing the transport properties of grain boundary Josephson junctions is questionable. The nominally symmetric 24° grain boundary junctions used for our analysis show large areas with asymmetric facets. Thus it is important to understand that regardless of the macroscopic symmetry across the grain boundary, no purely symmetric YBCO grain boundary junctions are obtained by the conventional YBCO thin film synthesis techniques. The boundary meanders and twists from different tilt and twist orientations along the length of the boundary.

As we have shown in chapter IX, the current distributions for 24° grain boundary junctions show large-scale variations along the length of the boundary. In many incidents there are sizable regions of the grain boundary that carry no current. The large variation of the local microstructure is partly responsible for these variations, however variations in the oxygen content can have a dominant role in controlling the variation in the local current distribution. The variation of the local oxygen content and the role it can have in controlling the local transport properties was highlighted in chapter III.

Clearly, the vast variation in microstructures observed along the length of single grain boundaries, as illustrated in figures 12.2-12.4, suggest corresponding variations in the local current carrying capacity of the grain boundary. Structural and chemical
disorder, such as amorphous grain boundary phases and oxygen depletion severely limit current transport. Whether or not and to what extent grain boundaries that deviate from the tilt configuration (inclined grain boundaries) limit supercurrent transport properties is not clear. However, when accompanied with structural disorder, it is expected that the current flow will also be impeded.

Considering the vast variations of the boundary microstructure along the length of a single boundary we conclude that the local structural and chemical variations control the local transport properties across the boundary and result in the current variations along the boundary. Since the total critical current for a junction (in zero field for example) is dependent on the sum of the local \( J(x) \) contributions, it is clear that to maximize the current density of the junction \( J_{c,max} \), the local critical currents must be uniform and at their highest possible values. Obviously, this is not the case for a typical grain boundary junction. Thus, the great range of critical currents that have been reported in the literature for junctions of the same macroscopic grain boundary geometry can be explained on the basis of differences in the current variations along the grain boundary.
XII.3 45° Asymmetric Tilt Grain Boundary Junctions

In contrast to 24° tilt boundaries, 45° tilt boundaries have been shown to have highly unusual $I_c(B)$ patterns where the maximum current is not necessarily at $B = 0$. These $I_c(B)$ patterns can be explained in terms of current reversals that occur along the length of the boundary and where shown in chapter X.

The non-uniform current distributions are believed to be caused by similar structural and stoichiometric considerations as in 24° tilt boundaries, however, the current reversals (circular currents) and self generated flux are unique to 45° boundaries. As with 24° boundaries, the length of the grain boundary is dominated by meandering (see figure 12.5). The boundary meandering is accommodated by a staircase structure of (100)(110) facets that form along the length of the junction (see figure 12.6). The local current along 45° (and 24°) grain boundary junctions can theoretically vary at the same length scale of the facets (hundreds of nanometers) due to variations in the carrier concentration along sections of the boundary. The current reversals are believed to be caused by a phase shift that is generated by a reversal in symmetry of the d-wave order parameter interaction across the boundary plane (see chapter IV). It has been proposed for 45° grain boundary junction dominated by the d-wave symmetry of the order parameter that the (100)(110) facets act as a series of "0" and "π" junctions where each facet of the boundary can experience a phase shift of π relative to the adjacent facet. A consequence of this configuration is that adjacent facets can have critical currents flowing...
in the opposite direction of the applied current bias even at zero applied field \( (H = 0) \).

These locally negative currents are responsible for the suppressed critical currents and the spontaneously generated flux at zero applied magnetic field.

It is believed that changes in the facet geometry that result in a reversal of symmetry of the order parameter manifest as a "\( \pi \)" phase shift and thus are responsible for the areas along the boundary with locally negative currents. The boundary schematic in figure 12.6 starting from the left side shows a series of long \((110)(100)\) type facets separated by small 45° steps along \((100)(110)\) type planes. At location (A) in figure 12.6, the orientation of the long straight facets change from \((110)(100)\) to \((100)(110)\). This reversal at location (A) is the type of reversal believed to be responsible for a "\( \pi \)" phase shift that can results in the reversal of the current direction at point (A). Consequently, not all adjacent \((100)(110)\) type facets have a "\( \pi \)" phase shift associated with the interaction of the order parameter across the grain boundary plane, rather only those changes in boundary orientation that result in the reversal of symmetry of the long facets such as at location (A) in figure 12.6.

The local current distributions of the 45° grain boundaries from chapter X demonstrate the variability from one junction to another fabricated under identical processing parameters. The phase retrieval method is capable of determining on the submicron length scale variations of \( J(x) \) along the boundary as well as the location of self generated flux cores at current reversal centers. Scanning SQUID microscopy
Figure 12.5 SEM micrograph of a 45 tilt grain boundary showing the boundary meandering along the length of the boundary.
Figure 12.6 Schematic of the (100)(110) staircase facet geometry of 45 grain boundary junctions. The reversal of symmetry center is located at A and is believed to be the current reversal center as well.
studies have been able to locate and confirm the presence of these self generated flux fields for long 45° grain boundary Josephson junctions.

Theoretical predictions based on geometric arguments for 45° grain boundaries suggest that the locally alternating current between positive and negative should vary at the same length scale as the facets. Therefore, for a typical 2 μm wide junction, there should exist approximately 2-10 vortices of self-generated flux due to current reversals. The nature, size and distribution of these vortices for large junctions have been considered, but it is not clear as to the nature or distribution for the narrow junction limit. The phase retrieval method thus far has the greatest potential for mapping the small-scale (submicron) distribution of these currents and self generated flux.

XII.4 Interface Engineered Ramp-Edge Junctions

Compared to both 24° and 45° grain boundary junctions, the current distributions for the interface engineered junctions appear to be highly uniform along the length of the boundary. High resolution electron microscope investigations of the barrier layer by Huang has shown that a very uniform layer along the boundary is formed during junction fabrication (Huang et al. 1999). Figure is a HREM cross-section of the barrier region of an interface engineered junction. The boundary region is free of pinholes, second phases and significant strain fields. This is consistent with the uniform current distributions found across the boundaries. Although YBCO is known to be a d-wave superconductor,
the YBCO electrodes from each side of the junction share the same epitaxial orientation relative to the substrate and thus have no misorientation between the a-b planes from each side of the barrier. The alignment of the a-b planes across the boundary layer is evident in figure 12.7 and minimizes any d-wave contributions, therefore the current distributions are expected to be highly uniform and free of current reversals which is what was found in chapter XI.

The direct correlation between a uniform barrier layer and a uniform current distribution highlights the important relationship between the two and thus underscores the notion that future improvements in the transport behavior of all high-Tc Josephson junctions must be sought by controlling the quality of the interface region.
Figure 12.7 HREM cross-section image of the barrier layer of an interface engineered ramp-edge junction. The barrier layer is (2-3 nm), continuous and free of pinholes. (Image courtesy of Y. Huang)(Huang et al. 1999)
XII. Conclusions and Future Work

The major result of this work is the development of a novel technique for
determining the local current distribution along the length of the boundary in a Josephson
junction. The technique was used to map and understand the local current variations
along both grain boundary and ramp-edge YBCO Josephson junctions at the sub-micron
length scale. The technique developed for determining the local current \( J(x) \) along the
length of the boundary is a phase retrieval technique that exploits the Fourier relationship
between the experimentally measurable critical current as a function of an applied field
\( I_c(B) \) and the local current distribution \( J(x) \). The critical current was measured as a
function of an applied magnetic field at cryogenic temperatures and the data was used in
concert with the phase retrieval algorithm to determine the local current distributions.
The current distribution is a 1-D distribution and therefore the phase problem is also a 1-
D problem. The 1-D phase problem is usually non-unique and often has many different
mathematically correct solutions. Boundary constraints are used to greatly reduce the
number of possible solutions and a search algorithm is used to search solutions space for
all possible solutions that fit the known boundary constraints. A focused ion beam (FIB)
was used to damage an area along the boundary to add an additional constraint and force
the algorithm to converge to a unique solution. A numerical technique was used to
calculate the enhanced magnetic field at the boundary that results from demagnetization
and flux focusing of the field at the boundary plane.
The current distribution for symmetric, [001] oriented, 24° tilt grain boundaries were found to be highly non-uniform. Most of the boundaries can be characterized as being composed of a few regions along the boundary that carry most of the current separated by areas along the boundary that carry little or no current. The phase retrieval algorithm was able to find a small number of possible solutions for each boundary and in some cases only one solution was found. When a junction had multiple solutions the individual solutions were often physically similar such that they represented the same current distribution along the boundary. Current distributions determined from measurements at multiple temperatures show good agreement with one another.

The current distributions J(x) for asymmetric, [001] oriented, 45° tilt grain boundaries were found to be highly non-uniform. The uniformity of the 45° junctions were similar to the 24° junctions where most of the current was carried along a few regions separated by areas along the boundary that carry little or no current. For the 45° boundaries, the constraint that the local current be positive was relaxed to allow for locally negative currents that result from the d-wave symmetry of the order parameter. The local current distributions with the best FOM were found to be those that have locally negative currents along the length of the boundary. It is argued that the current reversals take place along the boundary where the (100)(110) facet symmetry of the grain boundary plane reverses. The locally negative currents may also be thought of as circular currents that must generate a magnetic field at the core of the field reversal. The local current distributions determined for 45° boundaries suggest there are approximately 2-10
current reversal (flux centers) for a 2 μm wide junction. These results are consistent with the scanning SQUID measurements of 45° boundaries performed by Mannhart et al. where the self generated flux along a boundary was measured (Mannhart et al. 1996).

Critical current vs. an applied magnetic field $I_c(B)$ measurements were used to determine the local current distribution $J(x)$ along ramp-edge interface engineered junctions. The current distributions for the ramp-edge junctions were found to be highly uniform along the length of the junction. This is in stark contrast to grain boundary junctions that showed large variations in the local current. The uniformity of the ramp-edge junctions were confirmed by performing measurements at multiple temperatures along a single device.

The variation of the current along the length of the boundary in both grain boundary and ramp-edge Josephson junctions can be explained in terms of microstructural features and stoichiometric variations along the length of each boundary. The variation of the oxygen content along the length of the boundary was shown in chapter III to play a dominant role in controlling the local current variation. These studies of the oxygen variation have shown that the oxygen content can vary in a manner similar to the superconducting segments found in the local current distributions for grain boundary junctions in this study.
The microstructure of grain boundary junctions discussed in chapter III varies significantly along the length of the junction. The length of the boundary is dominated by large scale boundary meandering and faceting. Most boundaries typically meander on the length scale of several hundreds of nanometers. The local microstructure along the boundary is dominated by facets that tend to form along low index planes such as the (110) and the (100) planes. This variation of the microstructure at the nanometer length scale suggest variations in the local current at similar length scales and is consistent with the local current distributions determined during this study.

The current distributions for 45° grain boundary junctions shows the unique property of current reversals along the length of the boundary. These current reversals are believed to be caused by the unique interaction of the order parameter when the local microstructure is dominated by (100)(110) type facets. At locations along the boundary where the facet symmetry reverses it is possible for the current direction to reverse. These reversals were mapped for the first time by this study.

The microstructure across ramp-edge junctions was found to be highly uniform along the length of the boundary. There is no orientation difference between the YBCO on one side of the barrier and the YBCO on the other side of the barrier. Consequently, the d-wave symmetry of the order parameter should have little control on the local current distributions. The ramp-edge junction should behave as if it were an s-wave
superconductor because of the lack of an orientation difference across the barrier layer. The highly uniform current distributions found during this study support this belief.

This project has contributed significantly to the understanding of the local current variation along the length of single Josephson junctions and how that current variation can control the total quality and reproducibility of a junction. Along the way new questions about the fundamental understanding of grain boundary Josephson junctions have surfaced and will be presented as possible future work.

None of the existing grain boundary transport models directly consider the variation of the local current. Many make assumptions about the local current distribution based on microstructural or chemical variations along the boundary plane, or based on high magnetic field measurements, but none directly use information about the local current distribution. Consequently, these models can only describe the basic behavior of grain boundary junctions with a limited degree of success. This thesis has shown that the local current can vary significantly from junction to junction (fabricated under identical processing parameters), therefore, the local current distribution must be used when interpreting chemical or microstructural data from an individual boundary.

This thesis has shown that there is significantly different transport behavior between 24° and 45° grain boundary junctions. The local current is always positive at
24° tilt angles, while the local current can be negative at the tilt angle of 45°. It has been argued that the current reversals are due to the d-wave symmetry of the order parameter and the node-lobe alignment across the boundary plane that exists along the (100)(110) asymmetric facets found in 45° tilt boundaries. It is presently not known if these current reversals occur at tilt angles less than 45°. If the current reversals do exist at lower tilt angles, at what tilt angle between 24° and 45° does the transition occur? It would be interesting to study the local current variation and the corresponding microstructure and oxygen stoichiometry as a function of tilt angle (at tilt angles near 45°) to determine at what tilt angle the transition occurs.

It has been previously argued that variations in the local oxygen content can dominate the transport process along the length of a grain boundary. Several transport models discussed in chapter III use the oxygen variation as a basis for the variability of the local current. Using the phase retrieval approach, it is possible to directly map the local current variation as a function of temperature $J(x,T)$ from near 0 K to $T_c$. By mapping the current variations as a function of temperature it would be possible to distinguish regions along the boundary that have locally different $T_c$ values than the bulk. These local variations of $T_c$ could then be directly correlated to carrier concentration measurements (such as PEELS measurements) performed on the same samples as used for transport measurements.
The limiting factor prohibiting a direct correlation between local current and local microstructure and chemistry variations is the resolution of the phase retrieval technique. The resolution of the phase retrieval technique is controlled by the strength of the applied magnetic field used in the measurements. The real space spacing is an inverse relation with the applied magnetic field. Theoretically, by increasing the magnetic field to higher and higher fields would result in a finer real space resolution. Unfortunately, two practical considerations prohibit infinitely small resolution of the phase retrieval technique; the lower critical field \( H_{c1} \) and flux focusing. The lower critical field (~200 G for YBCO) is the highest field that can be applied to the boundary before the field starts to penetrate non-uniformly throughout the sample in the form of vortices. Fortunately, the \( H_{c1} \) value for YBCO still theoretically allows for sub-nanometer length scale resolution of the local current distribution \( J(x) \). Therefore, the limiting factor for resolution control is flux focusing. Chapter VII details the method used to numerically correct the applied magnetic field values because of demagnetization and flux focusing issues. This technique requires a geometry factor that is dependent on the shape of the photolithographically patterned microbridge. Using a rectangular geometry as used during this thesis, the numerical technique used to correct for demagnetization and flux focusing limited the resolution to approximately 0.1 \( \mu \)m ultimate resolution. By using a circular disk bridge geometry similar to the one proposed by Rosenthal et al. and discussed in chapter VII would allow for an exact analytic correction for demagnetization and flux focusing and greatly improve the resolution of the local current distribution \( J(x) \). With an improved resolution, direct correlation of \( J(x) \)
with local microstructure and local chemistry may be possible. The direct correlation
would result in a microstructure based transport model that accurately depicted the
behavior of high-\( T_c \) Josephson junctions that may result in improved device fabrication
and performance.
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