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DYNAMICAL THEORY FOR HIGH ENERGY ELECTRON REFLECTION
Yiqun Ma 
ABSTRACT

High energy electron reflection (HEER) is an important 
technique in surface science, which uses the information 
carried by high energy electrons reflected from surfaces to 
study surface structures and surface electronic states. With 
the development of the application of reflection high energy 
electron diffraction (RHEED), reflection high energy electron 
microscopy (RHEEM) and reflection high energy electron energy 
loss spectroscopy (RHEEL) in surface science, the usefulness 
of HEER has been widely recognized and demonstrated. However, 
the development in HEER has been stagnated by slow development 
of dynamical theory for this technique. For a long time, the 
theory of HEER did not progress much further than kinematic 
principle, although the dynamical approach has been attempted 
by many authors. A stationary dynamical solution for an 
arbitrary surface for HEER has not been ever obtained. The 
importance of dynamical analyses and stationary solutions for 
HEER is due to the facts that high energy electron scattering 
from a crystal surface is basically a dynamical phenomenon and 
the RHEED patterns and RHEEM images in experiments are the



results of stationary diffraction processes between incident 
electrons and crystal surface.

There are three major achievements in HEER introduced in 
this thesis:
i) The introduction of the concept of current flow has solved 
the Bloch wave solution in reflection and removed the 
confusion around the wave points in the "band gap" in the 
Bragg case.
ii) Taking the multislice calculation in the reflection case 
as the Picard iteration leads to the emerging of the BMCR 
method (Bloch wave + Multislice Combined for Reflection).
iii) The edge patching method (the EPMO method) has solved the 
problem of edge effects in multislice calculation for 
reflection and finally makes the infinitely convergent 
(convergence not limited by iteration thickness) stationary 
dynamical solution for HEER obtainable for arbitrary surfaces.

These developments hopefully will have important impacts 
on HEER.

Professor L. D. Marks
Department of Materials 
Science and Engineering 
Northwestern University 
Evanston, IL 60208 
U. S. A.



"The true value of a human being is determined primarily 
by the measure and the sense in which he has attained 
liberation from the self."

_______  Albert Einstein
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numbers of both (i) and (ii) are: 1, 100, 300, 
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2050.

Fig.5.21. (a) Experimental RHEED pattern taken from GaAs 218
(001) surface by Cho (1971). The incident 
glancing angle is about 1° and the azimuth is 
along the (1101 orientation. Electron energy 
is 40keV. (b) Schematic diagram of GaAs(001) 
surface view at normal incidence.

Fig.5.22. (a) Diagram of the primitive unit cell of GaAs 218
along the rilOl zone axis. Slice constructions 
for multislice calculations for a perfect GaAs 
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one missing row reconstruction along the 
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Chapter I. Introduction

1.1. General review of 3tudies on high energy electron 
reflection
The history of surface investigations using reflected 

high energy electrons can be traced back to the early 
development of electron diffraction in a solid. Since the time 
when the first reflection high energy electron image (RHEEM) 
was obtained by Ruska [1] and the first reflection high energy 
electron diffraction pattern (RHEED) by Nishikawa and Kikuchi 
[2-3], it has developed both theoretically and experimentally 
in different directions: imaging (RHEEM), diffraction (RHEED) 
and energy loss spectroscopy (RHEEL) . The combination of these 
approaches has proved to be a powerful tool to study the 
structure and electronic state of crystal surfaces and the 
correlation between the two, because of the rapid development 
of this field in the first half of this century. The image and 
diffraction pattern of reflected electrons offer information 
of the structure of crystal surfaces, while the energy 
spectrum of reflected electrons can show the electronic state 
of the surface.

The advantages of using reflected high energy electrons 
can be listed as:

1
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i) Short wave-length and high resolution in images.
ii) Relatively small inelastic scattering with respect to the 
incident wave.
iii) Relatively small absorption with respect to the incident 
wave.
iv) High surface sensitivity for 3mall glancing incident 
angles.
v) Modern techniques can combine these different approaches 
together in one microscope, which will lead to a combination 
of surface science and traditional electron microscopy.

With the development of ultra-high vacuum (tJHV) 
techniques and electron optical systems, there has been a 
revival of interest in high energy electron reflection, as 
opposed to low energy electron reflection which is utilized 
for both diffraction (LEED) [4-5] and imaging (RLEEM) [6] . 
Experimentally, the new revival has resulted in developments 
in the studies of molecular beam epitaxy (MBE) using RHEED 
patterns [7-9] and the studies of various surface features by 
high resolution RHEEM [10-11].

Significant progress was made in RHEED applications to 
crystal growth recently. Intensity oscillations in the 
specularly reflected and various diffracted beams in the RHEED 
patterns were found to correspond to layer-by-layer growth
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[12-13]. The technique of RHEED has already been widely used 
in surface investigations such as surface recrystallization, 
reconstruction, relaxation [14] and surface resonance [15].

The images obtained in high resolution RHEEM can provide 
real space information concerning structural variation on 
crystal surfaces as a comparison to the reciprocal space 
information in RHEED, which is similar to dark field imaging 
in transmission high energy electron microscopy (THEEM). The 
full power of RHEEM was demonstrated by the studies of Shimizu 
et al.[16], in which the surface dynamic processes were 
recorded in-situ by RHEEM.

Energy I033 analysis in the reflection mode was initiated 
by Cowley [17]. It has been recently applied for surface
investigation in both real space (RHEEM) and reciprocal space

>

(RHEED) [18]. Information about the composition, atomic 
coordination of surface layers of crystals together with 
information of surface structures can be revealed by this 
technique.

The developments in these fields have showed some 
promise, although RHEEM is limited by a severe foreshortening 
of the images due to the small glancing incidence angle and 
RHEED is limited by the smearing of the pattern resulting from 
surface inelastic scattering, surface relaxations and
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imperfections.

1.2. Experimental development of reflection high energy
electron microscopy (RHEEM)
Since 1933, when Ruska [1] first imaged the surface of 

solids with electrons reflected from the surface, the 
technique of reflection high energy electron microscopy 
(RHEEM) has experienced an unsteady development. This is due 
to: 1) the competition of other surface imaging techniques, 
such as replica and shadowing technique, scanning electron 
microscopy (SEM); 2) the underdeveloped EM instrument in the 
early days. The arrangement of the imaging system used by 
Ruska is shown in Fig.1.1. Since it used high angle scattered 
electrons, the resolution was poor. In 1940, Borries [19] used 
small angle scattered electrons to image gold surfaces. The 
resolving power was improved to 500A (Fig. 1.2) . Unfortunately, 
the advent of the replica method in THEEM which yielded 
valuable information in many fields of surface study, resulted 
in low interest in RHEEM. However, apart from defects and 
uncertainty in the replica process itself, there is a basic 
limitation imposed on the replica method because: 1) it is not 
the surface itself which is examined in the microscope; 2) it 
is impossible to study the surface at high resolution; 3) it
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is impossible to carry out in-situ studies on the surface. 
Therefore, RHEEM was revived with the works of Cossleft [20], 
Fert and Saporte [21], Menter (Fig.1.3) [22], Haine et al.[23] 
and Page [24] in 1950's.

RHEEM, however, was abandoned again with the development 
of SEM which achieved the same or better resolution under far 
more favorable circumstances.

The interest in RHEEM was revived in 1975 by Cowley and 
Nielsen [10-11] with the emphasis put on diffraction contrast 
for the purpose of studying the crystalline structure of solid 
surfaces. Since then, experiments have been done with ordinary 
as well as specially modified UHV electron microscopes. The 
types of specimens studied include metals, semiconductors and 
insulators.

In 1980's, Osakabe et al. [25] first used a UHV electron 
microscope with a modified specimen holder for RHEEM. The 
specimen holder is capable of both heating (1200C) and cooling 
(20K), which makes in-situ observation possible. The process 
of cleaning by heating Si (111) surfaces with lxl and 7x7 
structures was clearly shown in both the RHEEM image and RHEED 
patterns. The phase transition from the lxl structure of the 
cool dirty surface to a 7x7 structure of the heated clean surface 
was observed. It was found that gold deposition produced the
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transformation of the 7x7 structure to 5x1, 3x3 and 6x6
structures. Further studies of the same group [26] suggested 
that the phase transition was first order and a model of the 
7x7 structure was proposed based upon ordered vacancies or adatoms 
instead of the static displacements of the surface atoms. 
Simultaneously, the image contrast of dislocations and atomic 
steps on Si(111) surface were also recorded [27].

Later on, Hsu [28-30] applied RHEEM to the surface of single 
crystal metals (Au, Pt) and semiconductors in a conventional 
electron microscope. Regularly spaced steps on the vicinal surface 
were recorded and atomic steps on the terraces resolved in the 
RHEEM images, and the images of surface dislocations were 
confirmed. The highest resolution was 9A (Fig.1.4).

RHEEM was first introduced to study the mechanism of MBE 
on GaAs low miller indices surfaces by Cooman et al. [31] in 
1984. Compared to THEEM in this area, RHEEM is more informative 
and the specimen preparation is reduced to a minimum.

Studies using RHEEM were also carried out on single crystal 
oxide surface by Uchida et al.[32]. Surface steps of atomic 
height on MgO smoke particles were detected in RHEEM. The same 
group also investigated the effects of different treatments 
for cleaning a surface, such as Ar-ion bombardment, annealing, 
chemical etching and electron-polishing on the single crystal
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metal surface [33] . The images clearly showed the high quality 
of flat Au(lll) surface after being annealed for one hour at 
500C in UHV.

An important step in RHEEM was started by Shimizu et al. [34], 
in which the in-situ observation method was first introduced 
into the RHEEM studies. A gas inlet device was constructed for 
an UHV electron microscope. The dynamical processes of oxidation 
on Si (111)-7x7 surface at various temperatures were studied 
in-situ by RHEEM. The oxidation temperature of the Si (111)- 
7x7 surface was found at about 730-750C. The observation of 
7x7 lattice fringes during the oxidation was also reported. 
Their recent studies revealed more information about the formation 
and diffusion of surface vacancies, distribution of hollows 
on the terraces of the Si(111)-7x7 surfaces and the growth 
kinetics [16]. The quantitative data included an activation 
energy of 1.4eV for the surface diffusion of the vacancies on 
Si (111)-7x7 surface and a reaction rate of 0.23 at 630C for 
forming two vacancies by an impinging oxygen molecule on the 
surface.

More detailed investigations on various crystal surfaces 
by RHEEM are continuously reported. Double contours of monatomic 
steps on single crystal surfaces were observed [35-36]; the 
effects of azimuth on RHEEM images were studied [37]; and the



8
observation of crystal surfaces on Si cylindrical single crystal 
specimen was recently reported [38].

There are several major advantages to RHEEM:
i) RHEEM can be used directly for bulk specimens. Thus the 
specimen preparation for RHEEM is much easier than that for 
THEEM, HREM and FIM, and the information loss during the 
preparation is not a problem.
ii) Because RHEEM is a direct observation technique and there 
is an opportunity for the in-situ observation of surface reactions 
by RHEEM, it is possible to investigate the surface at relatively 
high resolution while carrying out physical or chemical 
experiments on the surface (such as interaction with gas, crystal 
growth, mechanical deformation and ion sputtering etc.).
iii) Conventional THEEM facilities can be used to perform RHEEM. 
This will greatly extend the usage of THEEM facilities.
iv) Combination of RHEEM with RHEED and REEL for surface 
investigation can provide otherwise unobtainable information 
about the surface.
v) The theoretical limit of resolution for RHEEM is around 10A 
[11,39]. The be3t resolution obtained to date in RHEEM is 9A. 
Its resolving power is considerably stronger than other surface 
imaging technique except scanning tunneling microscopy (STM) .

STM is a big challenge to the RHEEM technique. It also
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has atomic resolving power and can work in a much broader 
environment. However, due to the small gap between scanning 
tip and the investigated surface and the speed limitation of 
the mechanical motion of the tip, the observation of in-situ 
dynamical surface reaction is difficult for STM. In addition, 
it is still not a direct imaging technique. The recorded physical 
quantity is the height instead of the intensity reflected from 
the objects.

Low energy electron reflection microscopy (RI.F.EM) is another 
alternative technique to RHEEM. As RHEEM is related to RHEED, 
RLEEM is associated with LEED. The difficulty of making a suitable 
electron optical system suggests that the resolution of the 
technique is limited.

Clear surface atomic images have been routinely obtained 
using high resolution electron microscopy (HREM) technique [40- 
41] . In HREM, however, only a projection of the surface is imaged 
and the two dimensional information is reduced to one dimensional.

Scanning reflection electron microscopy (SREM), which makes 
use of the scanning capability of STEM facilities, has a similar 
imaging geometry to that of RHEEM, except that the electron 
beam is scanned across the surface, instead of being 3tatic 
as in RHEEM. Nevertheless, like SEM, its resolution is limited 
by the beam size and energy dissipation of the electron in the
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bulk, although in principle it should equal that in RHEEM. 

Like all other techniques, RHEEM has its limitations:
i) Foreshortening is the major disadvantage of RHEEM, which 
is decided by the geometry of RHEEM.
ii) The resolution of RHEEM is mainly limited by chromatic 
aberration (10A), which means that atomic imaging by RHEEM will 
be very difficult, if not impossible.
iii) Because of the geometry of RHEEM, the surface in the 
direction of the incident beam can not be completely focused. 
This makes the interpretation of RHEEM images complicated.

As a summary, the surface features and phenomena that have
been investigated and observed using RHEEM up to now are:
i) Surface steps [25,27,28,30,34,36,37,38]
ii) Surface dislocations [28,30,39,41,42,43]
iii) Surface reconstructions [25,26,34,35]
iv) Superlattices [31]
v) Surface Oxidation [34,35]
Vi) Surface vacancy formation [35]
vii) Surface stacking faults [98]

The materials studied by RHEEM are:
i) Graphite [98]
ii) Diamond [42,45]
iii) MgO [32]
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iv) PbS [45]
V) Fe203 [46]
vi) TiSx.3 [46]
* • % VII) Au [28,

viii) Pt [28,
ix) GaAs l—t 10 o

x) GaP [48]
xi) Ga^Al^^As / GaAs [31,
xii) Au/MgO [50]
xiii) Si [25,

36,38,49,51,52]

1.3. Experimental development of reflection high energy electron
diffraction (RHEED)
Unlike RHEEM, since Nishikawa and Kikuchi [2,3] first 

obtained the RHEED pattern, the technique has experienced a 
steady development. This is mainly because the information in 
RHEED is obtainable without complicated electron optics. RHEED 
is widely used in surface science as an alternative technique 
to LEED for studying surface reconstruction, nucleation, 
crystallization and the mechanism of crystal growth. In many 
cases, it is applied in a special RHEED apparatus [53] instead 
of being associated with an electron microscope, i.e. an electron
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optical system.

The usefulness of RHEED was recognized for its early 
applications in surface studies, such as oxide films on crystal 
surfaces [54], metal films formed by liquid phase epitaxy (LPE) 
[55] and surfaces covered by organic molecules [56]. However, 
the development of RHEED was overshadowed by vigorous progress 
in transmission high energy electron diffraction (THEED) combined 
with THEEM. For a long time, the RHEED method for studying 
surface structure was considered to be unimportant because of 
the rapid development of THEED and LEED, although significant 
progress in RHEED has still been made by a relatively limited 
number of researchers, such as Trepte et al., Sewell et al. [58], 
Cho [59] and Menadue [60].

Trepte et al. clearly demonstrated that the diffraction 
pattern and Kikuchi map in reflection are available for 
identifying the zone axis and reconstructions on a single 
crystal Cu surface. Oxygen adsorption on Cu surface was observed 
as additional spots in a RHEED pattern. Different high miller 
index Cu surface planes, based on low miller indices surfaces 
such as (001), (111), and (Oil) were identified in the diffraction 
pattern. In a short report in 1969, Henderson et al, [61] showed 
RHEED patterns from iodine covering Si (111) surface in different 
zones using 40keV electrons. The patterns proved that in agreement
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with the LEED results, iodine formed a hexagonal net of atoms 
with silicon spacings. As the author pointed out, the available 
polish and etch techniques produce satisfactory surfaces, although 
RHEED experiments demand a very smooth flat surface which is 
critical to the experiment. No charging of the surface was 
found in RHEED mode as might be expected from highly resistive 
silicon. The author also noticed an important advantage of RHEED 
when the sample is illuminated by a small and well confined 
primary beam.

The observation of p-SiC formation on Si (111) surfaces 
was first reported using the RHEED technique [62] . Strong evidence 
of SiC was found by measuring the lattice constant. The 
temperature related formation and desorption processes of SiC 
on Si (111) were observed using in-situ RHEED. The authors 
pointed out from geometrical considerations that RHEED might 
be a more sensitive technique for polycrystalline particle­
like surface impurities.

In the studies of Menadue [60], Si (111) surfaces were 
examined by RHEED in UHV. The intensities of the {hhh} systematic 
set of the Bragg reflections from the 2nd and 7th orders were 
quantitatively measured as a function of azimuth angle, rocking 
angle and temperature. It is interesting that the mean inner 
potential VQ is determined by the refractive shift of the {hhh}
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reflections towards the shadow edge. The quantitative result 
of V„ is 12.0±0.4eV for Si, which is very close to the calculated 
data for Si: 11.47eV [63] . The intensity of the low-order Bragg 
reflections from the net planes parallel to the Si (111) surface 
was plotted as the function of the incidence azimuth. Intensity 
peaks were clearly shown at azimuths near low-index zone axe3. 
This was later called the surface resonance phenomena in RHEED. 
In their conclusions, the authors made several important points:
i) The contribution of the surface structure to high order 
reflections becomes rapidly less important as the penetration 
increases at higher angles of incidence. Thus the higher order 
peak intensities and their variation with temperature are suitable 
for comparison with a n-beam dynamical theory for the Bragg 
case.
ii) The measured peak intensities are well reproduced for a 
given specimen for each surface structure when it is reformed. 
Thus the relative intensities for different surface structures 
could be compared.
iii) Surface non-flatness must be a prime consideration.

More impressive development in RHEED was made by the
group of Ino in 1977 [13, 64-65] . A new RHEED apparatus (Fig. 1.5) 
was set up in UHV especially for RHEED studies. Various surface 
phenomena on the Si (111) surface such as the effect of heating,
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SiC structure, 7x7 surface reconstruction, 19x19 Ni structure 
and 5x1 Au structure were observed in RHEED patterns (Fig. 1.6) . 
The patterns by Ino et al. are much clearer and more informative 
than any other obtained before, and reveal the full power of 
RHEED for solid surface investigation. The intensity distribution 
of electron waves in reciprocal space was studied by different 
methods, for instance, oscillating the crystal to investigate 
the intensity distribution along the rods as it is done in X- 
ray analysis. RHEED has been routinely used to identify the 
surface reconstructions and surface steps [66-69].

A recent important development in RHEED was the discovery 
of the correlation between intensity oscillations in RHEED pattern 
and crystal growth on the surface during the MBE process [7- 
9]. The oscillation was found during the doping of Sn in the 
growth of GaAs by MBE. After the Sn doping flux was cut off 
and the Ga flux was reopened, a periodic and decaying RHEED 
intensity oscillation with time was observed. The period of 
the oscillation was equal to the time required to deposit one 
monolayer of GaAs. The intensity of the oscillation gradually 
decayed into a stable RHEED pattern.

A model for the oscillation was first given by Harris et 
al [7]. It was considered that the oscillation arises from an 
increase in the stress around each surface Sn atom as the GaAs
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coverage increases, so that at near-complete coverage, the Sn 
atom is forced out of its lattice site onto the surface again.

However, the phenomenon was latter observed in all kinds 
of film growth by MBE. A detailed observation was made of the 
oscillations of the specularly reflected and various diffracted 
beams in the RHEED pattern during the MBE growth of GaAs, 
Ga^Alj^As and Ge by Harris et al. [9] and Van Hove et al. [13,70- 
71] . The oscillation was also reconfirmed in the RHEED pattern 
during the MBE growth of Si (001) and Ge (001) by Aarts et al. [72] . 
The results show a correlation between the amplitude of the 
oscillations and various parameters, such as substrate 
temperature, incidence angle and azimuth of electron beam. Because 
the periodicity of oscillation in all observations corresponds 
exactly to the growth of a single monolayer, it provides an

iabsolute measurement of the growth rate.
Since the intensity oscillation is a common phenomenon 

in MBE growth, it should be considered as an intrinsic property 
of each system, although it may be enhanced by the presence 
of certain impurities. Therefore, Van Hove et al. [13] proposed 
a new model for the phenomenon and interpreted the oscillations 
as a consequence of the competition between nucleation and step 
growth. In their argument, which is based upon kinematic theory, 
the diffracted beams from flat terraces on a surface with random
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steps are remodulated by surface steps as:

A - ZiAt.expCi.S.R] (1.1)
where is the amplitude of total wave including dynamic effects 
diffracted from the ith terrace. The momentum transfer is 
S,—2jc(kg—Jcjl) where k^k^l/A, are the initial and final wave vectors, 
ki is a vector from the origin to the edge of the ith step. 
If ki is expressed as ki=di+Li, where d* is perpendicular to the 
surface and 1̂  is parallel to the surface, then the diffracted 
amplitude is

EiAi.expCi.S^.dJ  . e x p C i . S ^ L j  (1.2)

where Sx and Sg are the components of S, perpendicular and 
parallel to the surface respectively. For Bragg diffraction, 
Si.di is always an integral multiple of it, while Sg.Li continuously 
varies from 0 to 2jt when the crystal grows layer by layer. The 
later term causes the intensity oscillation and the waviness 
of cross section width of reciprocal lattice rod.

Another interesting new development in RHEED is spot 
splitting which was observed first in RHEED half a century ago 
(Kikuchi) and reconfirmed by sensitive intensity measurement 
by Pukite et al.[69,73]. There had been no further studies and 
explanations until Pukite et al. . The results showed that the 
splitting is related to both the vicinal angle of surfaces and
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incidence azimuth.

All these developments in RHEED indicate that kinematic 
theory is not enough for RHEED patterns. Unfortunately, the 
development of a dynamical theory for electron reflection has 
been rather slow, compared to that of electron transmission. 
This is largely due to the complexity of the boundary value 
problem and the nature of the Bloch waves in the Bragg case. 
Unlike reflection of X-rays, for which two-beam analysis is 
enough, high energy electron reflection is basically a n-beam 
dynamical phenomenon.

1.4. Development of a dynamical theory for high energy electron 
reflection

1.4.1. Bethe theory
Like the development of dynamical theory for the electron 

transmission case, early development for electron reflection 
case was based upon the Bethe theory [74]. The Bethe theory 
uses a plane wave expansion to solve the Schrodinger equation 
in momentum space [75] which is parallel to energy band analysis 
in energy space. The only difference between them is which 
variable, E or k, is taken as an independent variable in the 
E-k relation. E is the total energy of the given system and 
k the crystal momentum.
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In 1954, Miyake et al.[76] first applied the Bethe theory 

to the study of an anomalous enhancement of the specular beam 
in RHEED patterns when the reflection happened to fall on a 
Kikuchi line. The authors indicated that enhancement of the 
specular reflection occurred when a Bragg reflection in a side 
direction took place inside the crystal and proposed that the 
phenomenon can be interpreted as the result of "the Bragg 
reflection on a side plane". The total reflection of internal 
waves at the surface played an important role in producing the 
enhancement. However, a basic problem was determining the wave 
points which are excited in and between bands. Therefore, the 
major part of the discussion was qualitative. Later on, Kohra 
et al.[77] used the Bethe theory to explain the phenomenon for 
a four-beam case. An enhanced specular beam was shown in the 
calculated rocking curve. In the paper, the role of energy 
flow for determining wave points was first mentioned. 
Unfortunately, a quantitative and analytical formalism of energy 
flow for the reflection case was not discussed.

Ten years later, Kawamura et al. [78] studied the intensity 
anomaly and its temperature dependence using the Bethe theory 
for the eight-beam case. The most impressive statement in the 
paper is: "The dispersion surface is generally a complex hyper 
surface, on which those tie points (i.e. wave points) that are
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physically allowable must be selected; thus eigenvalues kj_ 
corresponding to the negative energy flow into the crystal should 
be omitted." Unfortunately the train of thought just stopped 
there and the next statement led elsewhere. For a long timer 
how to handle a complex dispersion surface and energy flow both 
analytically and numerically has not been found. This has been 
a major obstacle to the development of dynamical theory of 
electron reflection.

In 1970's, Colella and Menadue [79,80] introduced an 
alternative way of applying the Bethe theory to the reflection 
case. To avoid the dilemma of determining wave points on the 
dispersion surface, an additional bottom boundary was introduced. 
Because of the back reflection from the bottom, all possible 
Bloch waves are excited in the crystal. Therefore, there are 
2n Bloch waves and 2n equations due to the boundary conditions 
and the problem has a unique solution, which means that the 
determination of excited wave points on the complex dispersion 
surface is not necessary. When absorption is introduced and 
the distance between the top boundary and bottom boundary is 
set large enough, the model becomes close to the real reflection 
from the surface of a bulk crystal. The forward transmission 
waves are attenuated to zero at the bottom and the back reflection 
has only a virtual existence. The same method was brought up
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by Moon [81] simultaneously, who used the Hill's determinant 
method for the eigenvalue search. The method has two basic 
disadvantages: i) The computation speed is slowed down by
introducing a 2nx2n matrix and one additional bottom boundary;
ii) The physical mechanism of reflection is concealed in the 
numerical processes and the analysis of energy flow becomes 
impossible, although it plays an important role in understanding 
the physics of electron reflection. Another fault of the approach 
is the surface truncation; the crystal potential is truncated 
at the top atomic layer, and the space right above the top layer 
is considered as free space, while a real surface potential 
exponentially extends into vacuum. Some experiments have indicated 
that the effects of transition layers of surfaces on the results 
are nontrivial. This was latter on discussed by Britze et al. [82] 
using the WKB method, in which the potential varies continuously 
in the transition region between crystal and vacuum and a 
variation of the topmost interlayer spacing is allowed for. 
In the transition region, the Schrodinger equation was solved 
approximately using the WKB method. The authors claimed that 
the assumption of a continuous potential transition instead 
of a potential step is important, while the exact form of the 
transition potential is essentially unimportant. Nevertheless, 
the validity of the method has not been rigorously examined
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both theoretically and experimentally. The role of the surface 
potential in high energy electron reflection has not been well 
understood.

1.4.2. "Parallel multislice" method
The Bloch wave method in principle is only suitable for 

a perfect and periodic crystal, while a lot of surface phenomena 
result from surface imperfections, such as surface steps, 
clusters, dislocations, reconstructions, relaxations and a surface 
potential. This means that it is necessary to find alternative 
ways which are adapted to the simulation of surface imperfections. 
Borrowing the concept of slice used by Darwin [83] for X-ray 
diffraction in crystals, Maksym et al. [84] developed a new method 
for electron reflection in which a crystal is considered perfect 
and periodic in the plane parallel to surface, and the non­
periodic modulation of the potential only occurs in the direction 
normal to the surface. Then the crystal is sliced along the 
plane parallel to the surface. The whole concept of the method 
is quite similar to that of scattering matrix method [85] used 
for transmission case. However, unlike the scattering matrix 
which starts off with plane wave equation, it starts off with 
the Schrodinger equation. Both the crystal potential and crystal 
wave are expanded in two dimensions parallel to the surface:
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V(r)=^Va(z) .exp[i.a„.fi] (1.3)
\}f(r)=exp[i.ki.e]^Ii<l>a< (z)exp[i.gM.£] (1.4)

where ka is the parallel component of the incident wave vector. 
Substituting (1.3) and (1.4) into the Schrodinger equation, 
the coefficients obey the following system of equations which 
are equivalent to the Schrodinger equation in 3-D momentum space:

d % J d z 2+VL\^= (2m/ha) 2aiI/ ' W ' iV  <1 • 5>
where

ka„2= (2mE/h2) - 1 k^+g, |2 (1.6)
Equation (1.5) was solved by an integration algorithm using 
the boundary condition:

~ 5a„oexp [ -ik2„ z ] tR^/exp [ ika„ z ] for z (1.7)
- Ta/exp[-ikalIz] for z->-« (1.8)

Equation (1.5) latter on was solved by Ichimiya [86] using a 
matrix approach, which mathematically is similar to the scattering 
matrix method for transmission. There are two major differences 
between the two: i) the reflection waves are included in the 
former, while they are omitted in the latter, ii) the transform 
matrix in exponential form is diagonalized by eigenmatrices 
in the former, while it is calculated directly by expanding 
the exponential matrix into a power series in the latter.

The "parallel multislice" approach was latter on widely
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used in RHEED and RHEEM analyses in various materials [87- 
89] . Good agreement between experimental and theoretical data 
was claimed. However, the limitation of the approach is that 
it is inherently unsuitable to calculate the reflection waves 
from the crystal defects involving structural variation along 
beam direction. The validity of the method requires verification 
from a more fundamental method— the Bloch wave method and the 
claim of agreement with experimental data in certain circumstance 
is not a proof of its theoretical integrity. Finally, conservation 
of energy, momentum and energy flow along the boundary can not 
be analyzed by the method, which is important for the 
understanding of reflection physics.

1.4.3. "Vertical Multislice" method
Another alternative approach for reflection dynamical 

calculation was introduced by Peng and Cowley [90-91], which 
was based upon the multislice formulation developed by Cowley 
and Moodie [92-94]. Unlike Maksym's method and the scattering 
matrix method, the slices of crystal are taken normal to surface 
as they are for profile image simulations for transmission. 
The periodicity of the crystal potential breaks down at the 
surface and an artificial periodicity is imposed by assuming 
the whole slice of crystal and vacuum repeats in the direction
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normal to the surface. The initial state, i.e. the incident 
electron wave is constructed as a plane wave in the vacuum which 
has a wave vector tilted to the surface with a small angle of 
interest and is smoothed by a Gaussian to reduce the artificial 
effects of wave edge. The wave function inside and outside the 
crystal are then calculated by multislice. Because there is 
no restriction on the way of constructing the phase grating 
of successive slices, it is possible to include any desired 
modification of the structure, such as surface relaxations, 
clusters, steps, even dislocations. This is the most significant 
feature of the method. The surface potential is also automatically 
included in the phase grating, which means no surface truncation. 
The fast computation speed for the many-beam cases is another 
character of the multislice algorithm developed by Cowley and 
Moodie.

However, the edge effects caused by imposed artificial 
periodicity on the unit cell and the limitation of beam size 
inherently stand in the way of getting a stationary solution. 
It usually needs more than ISOOA. to reach the stationary solution. 
This means that the incident beam size should be at least larger 
than 75& in width for a incidence angle smaller than 25mRad, 
if the edge effects are to be minimized. This requires the size 
of sampling array larger than 2024x64, which makes the calculation
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difficult to handle. If simulations of surface defects are 
performed, the size of the array needs to be even larger. In 
addition, like other numerical methods, the physics is concealed 
by numbers and this method is also not adapted for analyses 
of energy flow, variation of the Bloch states, excitation of 
surface resonance states and external and internal reflection.

1.4.4. Other Approaches
In 1977, Shuman tried to use the column approximation to 

simulate surface dislocation in the Bragg case. The columns 
were set up normal to surface and the incident beam in the Bragg 
case. This violates the conditions for the column approximation: 
3<J>o/d}k=0, 3(j)5/3xfl=0 [96] . In addition, Shuman modelled the surface 
of the crystal as a truncated surface so that the displacement 
and stress field around a dislocation on the surface is identical 
to that around one in an infinite crystal. This apparently can 
not explain the large asymmetric features commonly observed 
around a surface dislocation core. All of these suggest that 
the column approximation which is successfully used in the Laue 
case is generally inadequate in the Bragg case.

The real-space method developed by Van Dyck [97] physically 
is not very much different from the multislice method developed 
by Cowley and Moodie. It uses a different mathematical approach
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to evaluate convolution in real space. The scattering matrix 
method in principle is similar to the "parallel multislice" 
method as mentioned before. Therefore, one should not expect 
these methods to produce more information than the three 
discussed.
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Fig.1.1. Schematic diagram of the 
earliest reflection election 
microscope (Ruska, 1933).

Fig .1.2. Schematic diagram 
of reflection microscope 
with a glancing incidence 
angle. (Borries, 1940)

Fig.1.3. Reflection electron Fig.1.4. High resolution image 
micrographs of cleavage steps of Au surface. Steps are re-* 
on mica. (Menter, 1953) solved in light band. (Hsu, 1983)



29

ton Pump

Fig.1.5. RHEED apparatus. 6:electron gun. F: filament. A:
anode. St: first 3lit. Sj.* second slit. L: magnetic lens. Dj and 
d2: beam deflectors. B: bell jar. S: sample. E: E-gun 
evaporator. SS: spherical screen. M: mirror.

Fig.1.6. Typical RHEED patterns (20kV) taken from S^lll) 
surface with the 7x7 structure, (a) and (b): [112] and [110] 
incidence, respectively. (Ino, 1977)



Chapter II. Bloch wave solution for high 
energy electron reflection

2.1. Introduction
In principle, the Bloch wave method is very powerful 

method of understanding electron diffraction and is widely 
used for transmission. One of the main advantages of the Bloch 
wave method is that it allows access to substantial physical 
insights which are not often readily available in strictly 
numerical methods. In addition, for a thicker crystal in the 
Bragg diffraction case, it can be faster and more effective 
than numerical methods, such as multislice methods ("parallel” 
or "vertical"). However, the development of the Bloch wave 
method for RHEED or RHEEM was blocked for many decades by the 
difficulties of dealing with a complex dispersion surface and 
the wave points in the band gap between the real dispersion 
surfaces. This is related to the problem of evanescent waves 
for reflection.

This chapter will give a detailed description of both 
analytical and numerical solutions of the Bloch wave approach 
for the reflection case, in part recapping some of the earlier 
development of others, such as Metherell [1], and in part 
presenting new work particularly on the boundary value problem

30
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solved by introducing current flow. In the process of this 
analysis, the importance of reflectivity via the current flow 
will be shown in terms of understanding the physics of 
reflection.

2.2. Bloch wave formulation in the general case
The general theory of dynamical electron diffraction in 

a crystal was first proposed by Bethe [2] . A systematic 
development of the theory can be found in the paper by 
Metherell [1]. According to the Bloch theorem, the electron 
wave function in a periodic potential has the form of the 
Bloch function:

V(r)=exp[i2^k.r]uk(r) (2.1)
where hk is the crystal momentum which characterizes the Bloch 
states in a specific periodic potential and u^fr) has the 
periodicity of the Bravais lattice. Therefore \|/(r) can be 
expanded as the Fourier series:

V 11 (r)=2aCa(j,exp{i2JC(ktl,+3) .r] (2.2)
where (j=l,2..... ) are the Fourier coefficients, k<j,+a the
wave vectors of the plane components of the Bloch wave 
function and j denotes the specific excited Bloch state.

Substituting the Bloch wave function i|f(r) and the Fourier 
expansion of the crystal potential V (r) into the time
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independent Schrodinger equation, the equation is converted 
into the form in k space:

<1-0 }CS<3,=0 (2.3)
where

4.={
m=n

m*n
m, n=l, 2 . N

K2=2meE/h2+UQ and UJl=2meV£/h1’ V2 is the Fourier coefficient of 
the crystal potential, N the number of the Bloch states 
excited. Equation (2.3) can also be written in matrix form:

^  “ <— (j) +2i) U ai-aa ^ ai-£3  ^ ai-a»

K2-(k‘1>+q2)2 Ua2.a3 .......

-̂a1 V a *  V s *  • -K2- (k'^+a,)1

n tj)

&

= 0

or l u l c 2(i,=0 (2.4)
The condition for nontrivial solutions of Equation (2.4) is 
given by:

Detlul=0 (2.5)
Equation (2.5) is the dispersion equation determining the E-
k relation in a periodic crystal potential, which is analogous
to the dispersion equation in free space:

E-h2k72ra=0 (2.6)
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Equation (2.5) can also be expressed as a polynomial equation:

ft2B) (E,k)=0 (2.7)
where the superscript 2N indicates that f is the 2Nth order
of k and E is the total energy of the electron in the crystal.
The E-k relation play3 a central role in energy band theory 
and is similarly important in the dynamical theory of electron 
diffraction. The difference is which one is chosen as the 
independent variable, E for diffraction theory or k for energy 
band theory. However, both energy band analysis and the 
constant energy surface for diffraction theory are on the same 
seven-dimensional complex dispersion hypersurface in E-k 
space, which is defined by Equation (2.7) and determines the 
totality of the allowed electronic states, both energy states 
and momentum 3tates in the crystal [3]. Equation (2.7) can be 
further expressed as:

f<2*> (E,kr,ki)=0 (2.8)
where superscript r denotes the real part of k and i the 
imaginary part of k. We have:

k= (k/i+k/j+k/k) +i (k^i+k/i+k/k) (2.9)
Because the wave with non-zero imaginary part of k is not a 
propagating wave for the case without absorption, it cannot 
be an intrinsic state of the system. Therefore, the states 
with imaginary crystal momentum k are not discussed in the
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energy band theory, i.e.

K l= K L=K L=Q (2.10)
But electron diffraction is basically an externally excited 
process and a wave with imaginary crystal momentum k 
(evanescent wave or non-propagating wave) can be excited. If
the coordinates are set up such that the xy plane is parallel
to the surface and the z axis is inward normal to the surface 
(Fig. 2.1), for the continuity of the wavefunction and its 
derivative on the boundary, there is no imaginary component 
of k along the surface: kx1=kyi=0. Therefore, dynamical theory 
of electron diffraction basically deals with a 5-D dispersion 
hypersurface:

f(2ff> (E, k/, ky', kEr, k,1) =0 (2.11)
In the Laue case, k.^O (neglecting absorption), which can be 
proved algebraically. Then the problem is further reduced down 
to 4-D. A dispersion surface for the Laue case is the result 
of presenting an equal-energy section of the 4-D dispersion 
hypersurface in the 3-D Euclidean space.

For a specific external excitation, E is determined, as
far as elastic scattering is concerned and k„ and ky are 
determined by the boundary conditions. Equation (2.7) then has 
the following form:

f, <«) (k/,k/)=0 (2.12)
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2N values of k/tik/ can be obtained from Equation (2.12) and 
the excited wave points on the dispersion surface can be 
uniquely located. The difficulties of understanding the nature 
of the evanescent wave, i.e. a wave with imaginary k, is 
basically due to the fact that the wave point of an evanescent 
wave cannot be presented in Euclidean geometrical space and 
the theory loses a powerful visual tool. This has impeded the 
development of dynamical theory in the Bragg case for decades. 
Later on, it will be shown that the difficulties can be 
removed when the nature of wave propagation is further 
analyzed.

Some fast eigenvalue searching methods, such as Krylov- 
Faddecv's method [4] and Hill's determinant method [5] can be 
introduced to solve Equation (2.12). Both eigenvalues and 
their corresponding eigenvectors can be obtained 
simultaneously.

The total electron wave inside the crystal can then be 
written as the following:

(r)=ZjE<J,22CJt,1,exp[i2JC(k<i,+g) .r] (2.13)
where {£(j)) are the coefficients of the excited Bloch waves. 
These coefficients together with the plane waves outside the 
crystal are determined by boundary match.
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2.3 Boundary conditions

2.3.1. Two kinds of boundary value problems
For wave propagation, there are two basic kinds of 

boundary value problems: propagation in a semi-infinite medium 
and that in a finite medium. Wave propagation in an infinite 
free space or medium is not relevant to dynamical diffraction 
theory. For electron diffraction in a crystal, there are two 
crystal models: semi-infinite crystal and a slab type crystal. 
Because of reflection from the bottom boundary, among excited 
Bloch states, there should be the difference between "forward 
states" and "backward states", which seems clear in the Laue 
case. Physically, this can be explicitly explained by taking 
a one dimensional mechanical wave equation as an analogy:

(x, t) /3x2- (a2) (x, t) /dt2-0 (2 .14)
where U is the displacement of medium. It has the solution:

U(x,t)=Aexp[i27C(kx-cot) ] (2.15)
Substituting (2.15) into (2.14), we obtain the following
dispersion relations:

k2-aW=0; k=±Va2co2 (2.16)
Then the general solution of (2.14) is given by:

D(x,t) =A1exp[i2jt(kx+oat) ]+Aaexp[i2jc(-kx-cot) ] (2.17)
If the boundary condition is given for a semi-infinite model:
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U(0,t)=A0exp[i2jao0t] (2.18)

and then A^O for no back reflection, the true solution of the 
problem is given by:

U (x, t) =A0exp [i27C (kx+<D0t) ]; k=Va2G)02= | a<D0 | (2.19)
The reason for A,=0 is equivalent to omitting the reflected 
Bloch states in a crystal. Mathematically, a semi-infinite 
crystal only has one boundary with vacuum, which gives 2N 
equations for the continuity of wave function and the 
derivative of the wave function. Therefore, only N Bloch waves 
can be included, otherwise the problem has no unique solution.

2.3.2. Energy flow and current flow
Two critical questions are how to define "forward state" 

and "backward state" for the Bloch wave and whether the number 
of the "forward" or "backward" states is N or not. 9everal 
authors [6-7] have discussed the role of energy flow in this 
problem, but no detailed approach was given. For a plane wave, 
Y(r)=Aexp[i27ik.r], its orientation is easily defined as the 
orientation of its wave vector k or the momentum p=hk, because
the plane wave is the eigenstate of the momentum operator.
Nevertheless, it no longer holds for a Bloch wave 
Y(r)=u(r)exp[i2jtk.r], because the Bloch waves are the 
eigenstates of the Hamiltonian of a periodic system and hk
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("crystal momentum" )does not represent the momentum of the 
wave field. The Bloch wave as an eigenstate of the Hamiltonian 
has a series of possible momentum values. In other words, it 
is an expansion of the eigenfunctions of momentum operator.

In general, the orientation of a wave is determined by 
its energy flow instead of its momenta. The energy flow of an 
electromagnetic wave is represented by the Poynting vector, 
which is determined by the disturbance of medium; 1/2(ExH) 
[8]. A matter wave is interpreted as the "probability" wave, 
for which there is no medium, so the energy is carried by 
particles instead of being stored in medium. Therefore, it is 
logical to consider the probability current flow for a matter 
wave as corresponding to the Poynting vector for an 
electromagnetic wave. Physically, the significance of current 
flow is equivalent to that of energy flow for matter wave. We 
have:

0
In the case of a stationary state and elastic scattering, it 
simply becomes:

where S is current flow and energy flow. Both S and £ obey

oo
(2 .20)

ES (2.21)



39
the conservation law. If S is conserved along a boundary, so 
is g, and vice versa (Appendix 2.1, Fig.2.2). As the Poynting 
vector of an electromagnetic wave is perpendicular to the 
dispersion surface [8-9], the current flow for a matter wave 
is also perpendicular to the real section of dispersion 
surface [10]. The current flow is given by:

S=\y*\i/y (2.22)
where y is the group velocity of the matter wave:

v^V^E (k) /h (2.23)
Then,

S=(\j/vjf7h) V*E (k) (2.24)
VfcE (k) is perpendicular to the dispersion surface. There is an 
important but also difficult question which need3 to be 
answered. In Section 2.2, it has been pointed out that the
i

dispersion surface primarily is a seven dimensional complex 
hypersurface and k could be complex with non-zero imaginary 
part. On the other hand, the current flow and the group 
velocity lose their physical meaning in the complex space and 
moreover E (k) is not differentiable in the complex space 
according to the Cauchy-Riemann Theorem [9], because E must 
be real and then E (k) is non-analytic. Therefore, the 
differentiation of E with respect to k is both unfeasible and
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physically meaningless. However, it is not correct to think 
that current flow, group velocity and energy as a function of 
k can lose their physical significance once k is extended into 
complex space. One can endow certain physical significance 
(decaying of the wave) to an imaginary momentum (E=hk), while 
restricting its dependent variable, energy or group velocity 
within real space.

The problem now is obtaining the mathematical
representation of current flow or group velocity, when the k 
vector is extended to complex space. Energy is a basic
physical quantity and should not be affected by such an
extension. A logical extension of the mathematical
presentation of the group velocity for the above is as the
follows (Appendix 2.2):

yp=(l/h)dE(kx'+iksi)/dkxr (2.25)
in one dimension and

y^l/h) V^(k) (2.26)
in three dimensions, where Vp is the group velocity and the
superscript r refers to the real part of k.

The general form of a wave packet in one dimension is 
given by:
\}/ (x, t) =exp [i27C(k„rx-E (k„) t/ha) ] exp [-^xk/x] F [x- (dE (kj /dkB) . t]

(2.27)
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Equation (2.27) mathematically expresses three kinds of wave 
packets existing in the real world:
i) k^O; dE (kj /dkVO: non-evanescent wave packet propagating 
in a medium without absorption.
ii) koV0; dE (k„)/dkr=0: evanescent wave packet standing in a 
medium without absorption.
iii) koV0; dE (kj/dkVO: evanescent or non-evanescent wave
packet propagating in a medium with absorption.

A non-decaying stationary wave packet for which k ^ O  and 
dE(ko)/dkr-0 does not physically exist. In the case of an 
evanescent wave or a wave in the medium with absorption, for 
which the k vector i3 extended into complex space while group 
velocity, current flow and energy are within real space, we 
similarly have:

S= ( w ’/h) V^E (k) (2.28)
which corresponds to (2.24). Nevertheless, the orientation of 

(k) no longer has a decisive geometrical relation with 
respect to the real dispersion surface in the Euclidean space 
since the value of V^E (k=+iO) is not necessarily equal to the 
value of V^E (k'+ik/) and k^'+ik,,1 is no longer on the real 
dispersion surface. In other words, the question that whether 
or not current flow of an evanescent wave or the wave in the
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medium with absorption is perpendicular to dispersion surface 
loses its original meaning.

As a summary, we have several points listed as the 
following:
i) If a Bloch wave as a wave packet is evanescent in a certain 
direction in the medium without absorption, its current flow 
or group velocity is zero in that direction and its crystal 
momentum is purely imaginary.
ii) If a Bloch wave as a wave packet is not evanescent in a 
certain direction in the medium without absorption, its 
current flow or group velocity is not zero in that direction 
and its crystal momentum is purely real.
iii) If a Bloch wave as a wave packet propagates in a certain 
direction in the medium with absorption, its current flow or 
group velocity is not zero in that direction because of the 
absorption of the medium, while its wave packet core decays 
in that direction and its crystal momentum is complex with 
both real and imaginary parts.
iv) The current flow and energy flow are equivalent to each 
other for a charged matter wave; the former is more specific 
for a matter wave, while the latter is a more general term. 
"Current flow" will be the only term used later.
v) The orientation of an evanescent or absorbed wave, i.e. the
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orientation of its current flow or group velocity i3 not 
necessarily perpendicular to the real section of dispersion 
hypesurface E (k'+ik1) . This is simply because k is not on it 
when kVO.

2.3.3. Numerical analysis of current flow
After a full discussion of the physical significance of 

current flow or group velocity in electron diffraction, it is 
necessary to have a numerical analysis to examine its validity 
in a real system. The current flow of matter wave is given by: 

S (r, t) = (h/2im) [V(V\}r) - (Vy*) \j/] (2.29)
which can be found in the texts on quantum mechanics.

Substituting the Bloch wave function (2.2) into (2.29), 
we have (Appendix 2.3):

S=(27th/m) [5̂ 1 Ca<3’ |a(kc(3>+g) ] exp[-4jcki(j). r] (2.30)
where kr(3) is the real part of the wave vector, k1<3) the 
imaginary part of the wave vector, {Cs<3)} the coefficients of 
plane wave g and the superscript j denotes a specific excited 
Bloch state. Equation (2.30) shows that the current flow of 
a Bloch wave is proportional to the expectation value of all 
of its possible wave vectors (E=hk) if the wave i3 normalized: 
5^|Ca<3) |2-1. The current flow of a plane wave is [12]:

S=(2jrhk/m) |C|3 (2.31)
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The resulting differences between (2.30) and (2.31) arise 

from the fact that the Bloch wave states are eigenstates of 
the Hamiltonian, while plane waves are eigenstates of the 
momentum operator. The exponential part in (2.30) is dependent 
upon r, but it does not affect the sign of S, because it is 
always positive. If the coordination is set up as that shown 
in Fig.2.1, we have:

S,— (2xh/m)exp[-47tkIifi)z]Zj|Cj11’ |2(kltr<1,+gI) (2.32)
where subscript z denotes the z component of vector. The Bloch 
wave which physically exists in the semi-infinite crystal must 
satisfy S,(j,S0 and k,i<3)>0 for the cases both with and without 
absorption (Fig.2.3). This can be proved analytically [11] 
(Appendix 2.4). From Equation (A2.4.8), we have:

>0 Vx>0
Sl3) .ki<3) ̂  (2.33)

=0 Vj=0
For k,i<3>=kyi(3)=0, then:

>0 Vx>0
S,<3) . k.i<3> f (2.34)

=0  v ,=o

Equation (2.34) analytically confirms that any Bloch wave in 
the medium without energy source (VT(r)>0) can either 
exponentially decay (krit3)>0, Ss(3)>0 or kli,3,<0, S,<3,<0) or keep
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constant (k,lt3,=0) in the direction of wave propagation, which 
is consistent with the analysis on the Equation (2.19). 
Equation (2.34) also characterizes four kinds of formerly 
discussed wave fields:
i) V^O (no absorption) S„<3>=0, k,1(3,=0; a non-evanescent 
standing wave in an ideal medium.
ii) Vt=0 (no absorption) S,t3>=0, k,1*35̂ ;  an evanescent standing 
wave in an ideal medium.
iii) Vt=0 (no absorption) S,13’̂ ,  klt1'l3,=:0; a propagating wave 
without decaying.
iv) Vx>0 (with absorption) St<3)>0, k,1(3)>0 or S,(3><0, kltc3,<0; an 
evanescent or propagating wave in the medium with absorption. 
When absorption is introduced, the mechanism of evanescence 
and absorption are mixed and both of them are characterized 
as Sr<3,>0 and k,i|j>>0 or Se(j,<0 and k/(3,<0. However, the 
numerical results show the differences between the two. The 
magnitude of kj3’ for an evanescent wave is much larger than 
that for a non-evanescent Bloch wave since the decay of an 
evanescent wave is due to both the evanescent mechanism and 
the absorption in the evanescent region rather than the only 
absorption mechanism for a non-evanescent Bloch wave.

As far as numerical analysis is concerned, we first 
consider the condition without absorption. The crucial point
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here is whether or not the numerical results show that the 
number of Bloch waves satisfying the conditions S,ci,=0 and 
jĉ<i>>0 (evanescent wave) or S,<j>>0 and k.,J,>0 (non-evanescent 
wave) is exact N (N=M/2). If not, there must be either faults 
in the above physical analysis or numerical mistakes, because 
the boundary match exclusively requires the number of the 
excited Bloch states in the semi-infinite crystal to be 
exactly N, otherwise the boundary value problem becomes 
mathematically over-conditioned or under-conditioned.

In the Laue case, the crystal is also modeled as a semi­
infinite one. However, the physical reason for the modeling 
is different from that in the Bragg case. For the Laue case, 
it is due to weak back reflections from the boundaries with 
respect to the transmitted waves, while for the Bragg case, 
it is due to no back reflections because there is no bottom 
boundary. The reason why the dynamical theory for the Laue 
case has not encountered the above-mentioned dilemma is that 
in the Laue case |kr'<3) |»|g| and kM3)=0, which result in 
S,'1’.k/^X), i.e. the orientation of current flow in the z 
axis, is always the same as that of k vector. Therefore, the 
analysis of the current flow becomes unnecessary and the 
quadrate of ktr<3) in dispersion Equation (2.4) algebraically 
indicates that half of the kBi(1) are positive and another half
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are negative. The high energy approximation in the Laue case 
((K+k/43*) =2K) is based upon this physical background. But for 
the Bragg case, all the above relations: Ik/'3’ |»|g|, ki43,=0
and then S,43’, ktr43)>0 break down. In addition the phenomenon of 
N positive + N negative for 2N k,r<3> is not necessarily always 
true. Then the analysis of current flow becomes necessary 
unless we introduce an artificial bottom boundary following 
Colella [12]. In addition, analyzing current flow in the Bragg 
case is not only significant for solving the boundary value 
problem, but also useful in understanding the physical 
insights of electron reflection.

Table 2.1 is the numerical result for a GaAs(OOl) surface 
for the case both with and without absorption. The coordinates 
are shown in Fig.2.1. The beam direction is along the (010) 
Laue zone axis and 9 beams are included. For the absorption 
treatment, the imaginary part3 of the Fourier potential 
coefficients are taken as 10% of their real parts.

For a more comprehensive explanation, Table 2.2 lists the 
populations of the positive and negative values of three 
arrays; k/(3), St<3> and k,143*, j=1....2N and shows the
relationship between them in both the Laue case and the 
general case in which the Bragg case is included. Superscript 
"+" denotes the positive value, the negative value and "O’*
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the zero value. n(N,+,NA+) means the number of Bloch states with 
positive current flow or positive imaginary part of k vector. 
The notation "=>" means not only equal but also one-to-one 
correspondence. For example, means that when
there must be krif3,=0 vice versa. The subscripts "r" and "i" 
refer to the real and imaginary parts of wave vectors 
respectively. "HA" indicates the condition without absorption 
and "WA" indicates the condition with absorption.

Although in general, the populations of positive and 
negative values in each array are no longer regularly 
distributed as they are in the Laue case, which is indicated 
by "?", the arithmetic relation of these population numbers 
is unchanged. The facts that N.++Ni+=N or N,“+N.‘=N for the case 
without absorption and N,+=Ni+=N or N.“=Ni'=N for the case with 
absorption clearly confirm that no more or no less than N 
Bloch waves are excited in the semi-infinite crystal. Note 
that the Bloch waves with the negative k,ll3) have no physical 
significance in a semi-infinite crystal, because an infinite 
value of S,t3> deep in the crystal is physically impossible.

Another important relation is N^+Ni'^N/ for the case 
without absorption, which means that when St(3,=0. The
physical significance of this relation is that evanescent



49
waves only propagate along the surface and the current flow 
of evanescent waves can not penetrate into the crystal. In 
other words, in the z direction the wave packet of the 
evanescent wave is stationary and the amplitude of the wave 
packet core is attenuated. When absorption is included, the 
above relation is replaced by Ni+=N,*-N and and all
waves are decaying in the crystal because of the absorption. 
The current flow of an evanescent wave which originally is 
exactly parallel to the surface now becomes into the crystal. 
It represents the energy absorption in the region that the 
attenuated wave packet extends instead of the motion of the 
whole wave packet. Comparing the data in the case with 
absorption in Table 2.1 to that without absorption, one find3 
that the k/*3’ of evanescent waves are noticeably larger than 
those of non-evanescent waves. This shows that with 
absorption, the attenuation mechanism for evanescent waves is 
different from that for non-evanescent waves, although both 
their current flow and wave amplitude decay similarly in the 
region with absorption. The mechanisms of both evanescence 
and absorption are involved in evanescent waves, while only 
absorption is involved in non-evanescent waves.

2.4. Boundary match in the Bragg case
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Having refined the problem to N Bloch waves, we now 

introduce the boundary conditions as described by Metherell 
[1]. The electron wave in vacuum can be written as:

<E>(r) =exp[i2ji3£.r] +RtJ,exp[i27d£n, .r] +5^,Ra,exp [12713̂ , .r]
(2.35)

where the first part is the incident wave, the second part is 
the specular reflection wave and the third part the back- 
diffracted wave, k,,, and k^ the corresponding wave vectors, and 
R„, and Ra, the reflection coefficients of the outgoing plane 
wave branches. and ka, are related to the incident wave
vector % by the following equations, which are valid in the
Laue case [1]:

k.-=X-2Zn (2.36)

j
=k0'+2+sa (2.37)

where is the projection of the incident wave vector on the 
surface normal n, q the reciprocal lattice vector and ^  the 
excitation error. Referring to Fig.2.1, MN is the surface of 
crystal and the z axis is parallel to the surface normal n and 
points inward into the crystal. Sx and S2 are the dispersion 
surface in vacuum and S3 is the Ewald sphere. The excitation 
error sa and the surface normal n are always parallel to each
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other and towards the same direction. 3„ starts from the—a
reciprocal lattice point g and ends on the Ewald sphere at 
point P . Applying analytical geometry/ we can prove that the 
vector QP is equal to ka,, which means that (2.37) is also 
valid for the Bragg case.

The dispersion surface and reciprocal lattice for the 
reflected waves in vacuum shown in Fig.2.4 is currently widely 
accepted in RHEED and RHEEM and is useful for identifying the 
spots positions in RHEED patterns in a simple and visual way. 
However, it does not reflect the whole physics of the electron 
reflection; there is no reciprocal rods or reciprocal lattice 
points in vacuum. The reflected waves in the Bragg case are 
excited by the Bloch waves in crystal and this "cause-effect" 
relation depends on continuity of the wave field and its 
derivative.

As the conservation of energy and interfacial momentum 
on the boundary and elastic scattering are concerned, we have:

where subscript T denotes the interfacial component of a wave 
vector. Referring to Fig.2.1, from (2.38) and (2.39), we 
immediately obtain:

(2.39)
(2.38)

(2.40)



52
ko'y=Xy (2.41)
k.'„=-JC. (2.42)
Jca.,= (X«-g,) (2.43)
ka'y=(Xy-gy) (2.44)
kS‘«ai-^-(Xl."g«)a-(Xy-gy)* (2.45)

Equation (2.45) raises two important questions: i) k2,, can be 
purely imaginary if the value inside the square root is 
negative when the surface normal n does not touch the 
dispersion sphere S2. This means that there also exist 
evanescent wave branches in the outgoing wave, which can also 
propagate along the surface and concentrate in the region near 
the surface. These waves coupling with the evanescent waves 
inside the crystal may correspond to a "surface wave" as 
discussed by many authors [6-7,13-14]. Numerical evidence on 
the existence of a "surface wave" will be given later, ii) 
Equation (2.45) is independent of g(. For the zero Laue zone, 
gy=0. This means that the RHEED pattern consists of a series 
of semi-circles and each one corresponds to one Laue zone. 
This is consistent with the kinematic analysis and some RHEED 
experiments which will be discussed later.

The wave function \jf(r) in the crystal described by 
Equation (2.2) and <l>(r) in vacuum described by Equation (2.35)
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and their derivatives should match each other at boundary 
according to the law of continuity. Therefore, we have:

<&(x)=y(x) (2 .4 6 )

3<& (r)/3nt„ = d v |/(r ) /3 n lrT (2 .4 7 )

or
exp [ i27iQ[;t. x] +R0, exp [ i27dca, .T]+2roSa-exp[i27c(k0,t+g) .x]

=Z1EjE{j,Ca<i,e x p [i2 ic (k ^ ^ ’+at) .x] (2 .4 8 )

Xaex P [i2JCjCt .x] +]L,.nRofexp[i2 iflc0,t .x] +J^0 (k ^ g .,-^ ) exp[i27t ( b ^ g * )  .x]

= ^ S j(kn(J,+3n)e<j)Ca,j,exp[i2ju(krt‘3)+gt) .x] (2.49) 
where the subscript n denotes the projection of a vector onto 
the surface normal n and the subscript t denotes the 
projection of a vector onto the surface. Referring to Fig.2.1,
n has a negative direction along the z axis. Since is
always parallel to n, we have 3^=0 and then t+gt-
Equation (2.48) and (2.49) can be true, only if:

V =V <3)—v£o't iot “ At

or K'*=K*<i}=Xx, k0,y=kBy(1>=xy j=l,2, N (2.50)
l+R0.=Zje<jlC0(j) (2.51)

Ra.=XJe<J,Ca<J, (2.52)
1-R0,=5:j(ka(3>/X1)E(3,C0(1» (2.53)

(Iĉ ’+gJ / (Xn-gn+ s g) E(3,cs,1» (2.54)
There are 2N equation and 2N unknowns; R„,. . .Ra.... and E(1),
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e|2>....  e<B> and therefore these unknowns can be uniquely
solved. Equations (2.51) - (2.54) can also be written in the 
matrix form:

C -I 

A I {*!>
= {E} (2.55)

where

C =

c„ll) r wwQ • » • r* (■) • *-0 1 0 •

0 1 0

r> (i) r* <23 t.a ... r* <*>• W

IIH**» • 0 1 0

■ < 0 • 0

• • • 0 •

<k«(17x») C o W  ( k « . C2’ / 3 U )  C o < 2 >  ( k a ^ ' / Z o n )  C c
(M)

(kan,1,/Z^)Csa> < V ” /%») Ca<2)----(kan<“> /xp) Caw

and

E =

1

0

0
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That is:

Therefore,

C{e<j)}-I{Ea,}=E
A{e‘i>}+I{Ra.}=E (2.57)

(2.56)

{E<3)}=2 (C+A) _1E (2.58)
(2.59)

Thus, both the reflected waves in vacuum and the excited Bloch 
waves in crystal are solved.

The basic process of the approach can be summarized as 
the following:

The signs of SE<j) and k/'3’ are examined numerically, after 
calculating 2N eigenvalues k.<3> and eigenvectors {Ca<3)}, the 
coefficients of the plane wave components in the Bloch waves, 
from the dispersion Equation (2.5) . Then N eigenvalues k,<3) 
and N eigenvectors {Cac3)} of N excited "forward" Bloch waves 
are taken as the applicable solutions of the problem (Table 
2.1) . The boundary match between the plane waves in vacuum and 
the Bloch waves in crystal can solve the coefficients of each 
Bloch wave and each generated plane wave.
2.5. Numerical development

Pig.2.5 shows an outline of the numerical simulation. The 
potential in reciprocal space and the reciprocal lattice 
parameters for the zero Laue zone are calculated by the
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relevant part of the multislice simulation program adopted 
from the HREM simulation facilities at Northwestern University 
(1). Since the off-diagonal elements in the Hermitian matrix 
in Equation (2.4) represent interference between beams, the 
matrix of the reciprocal potential for the zero Laue needs to 
be converted into the Bloch Hermitian matrix (2) . Then a 2Nx2N 
matrix is constructed to solve Equation (2.4), which converts 
the problem of solving roots of the polynomial of the 2Nth 
order into one of searching for eigenvalues of the 2Nx2N 
matrix. 0 is a zero submatrix, I the unit submatrix, 0 the 
submatrix of Nth order storing the modified Bloch Hermitian 
submatrix and B diagonal submatrix of Nth order storing {g«)H, 
the z coordinate of N excited reciprocal lattice points in the 
zero Laue zone. For the eigenvalue search, a general complex 
matrix routine in Eispack was used. The interfacial wave 
vectors of the Bloch waves {kt3,+g}T are determined by the 
boundary match and the z components of the wave vector are 
solved as eigenvalues, while the coefficients of the plane 
wave components of each Bloch wave (C2(j)> are solved as the 
eigenvectors (4). After that, the z component of current flow 
of each Bloch wave is evaluated according to Equation (2.22) 
(5) . S,,3> and the imaginary part of eigenvalues k.1*1’ are used 
as the criteria for choosing K excited Bloch waves from all
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2N solved ones (6) . K is examined bo make sure that it is 
equal to N. If not, the program will stop at thi3 point (7). 
Numerical error may possibly confuse the judgment of the 
program only when both k,ltj) and S/13’ are close to zero (<L0~3) . 
Rare mis judgments of this kind in the program demonstrate the 
validity of previous physical and analytical analysis. 
Thereafter, the wave vectors of the reflected waves in vacuum 
are calculated according to Equations (2.40) - (2.45), where the 
law of the conservation of energy and interfacial momentum on 
boundary is obeyed (8) . The coefficients of the reflected 
plane waves in vacuum and the Bloch waves in crystal are 
obtained by solving Equations (2.51)- (2.54), using a general 
complex linear equation routine in Linpack (9). Finally, the 
total wave in the crystal and the total reflected wave in 
vacuum are constructed from all previously calculated 
parameters (10). Either elastic diffraction patterns and 
images are displayed or the various diffraction parameters are 
analyzed (11) .

Fig.2.6 shows the results of this numerical development, 
which does not include absorption. Intensity maps of both the 
reflected waves in vacuum and the Bloch wave in crystal are 
shown in the size of five unit cells by five unit cells, i.e. 
28.2 by 28.2 angstrom. The incident electron energy is lOOkeV
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and the incident glancing angle is 42mRad. The beam is along 
the [010] azimuth. In the diffraction pattern, 7 spots 
corresponding to 49 excited beams in the crystal form a 
semicircle and the transmitted beam is excluded. The Bragg 
spots do not show serious streaking since the crystal surface 
i3 assumed to be perfect.
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Table 2.1
59

ALL EXCITED BLOCH WAVES 

WITHOUT ABSORPTION WITH ABSORPTION

EIGENVALUES ENERGY FLOW EIGENVALUES ENERGYFLOW

(k„) <s,) (k«> (S.)
0.73292+ 0.000001}; 0.38051 1 ( 0.73315+ 0.015861) 0.38066
-0.73292+ 0.000001); -0.38276 2 (-0.73315+-0.015861) -0.38294
0.59945+ 0.000001); 0.26390 3 ( 0.60116+ 0.030881) 0.26517
-0.59945+ 0.000001); -0.27529 4 (-0.60116+-0.030881) -0.27645
0.35425+ 0.148881); 0.00000 5 ( 0.37829+ 0.150731) 0.02119
0.35425+--0.148881); 0.00000 6 { 0.33023+-0.150931) -0.28858
-0.35425+ 0.148881); 0.00000 7 (-0.33023+ 0.150931) 0.29024
0.24535+ 0.097451); 0.00000 8 ( 0.26169+ 0.092111) 0.34682
0.24535+--0.097451); 0.00000 9 ( 0.22763+-0.107191) -0.05492
-0.35425+-■0.148881) ; 0.00000 10 (-0.37829+-0.150731) -0.02133
-0.24535+ 0.097451); 0.00000 11 (-0.22763+ 0.107191) 0.38846
-0.24535+-■0.097451); 0.00000 12 (-0.26169+-0.092111) -0.08743
0.00000+ 0.149441); 0.00000 13 ( 0.02384+ 0.151341) 0.26040
0.11457+ 0.053971); 0.00000 14 ( 0.14531+ 0.070041) 0.90858
0.00000+-■0.149441) ; 0.00000 15 (-0.02384+-0.151341) -0.02356
0.11457+-0.053971); 0.00000 16 ( 0.08571+-0.056881) -0.10634
-0.11457+ 0.053971); 0.00000 17 (-0.08571+ 0.056881) 1.01995
-0.11457+-0.053971); 0.00000 18 (-0.14531+-0.070041) -0.07001

APPLICABLE BLOCH WAVES

0.73292+ 0.000001); 0.38051 1 ( 0.73315+ 0.015861); 0.38066
0.59945+ 0.000001); 0.26390 3 ( 0.60116+ 0.030881); 0.26517
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5 ( 0.35425+ 0.148881); 0.00000 5 ( 0.37829+ 0.150731); 0.02119
7 (-0.35425+ 0.148881); 0.00000 7 (-0.33023+ 0.150931); 0.29024
8 ( 0.24535+ 0.097451); 0.00000 8 ( 0.26169+ 0.092111); 0.34682
11 (-0.24535+ 0.097451); 0.00000 11 (-0.22763+ 0.107191) ; 0.38846
13 ( 0.00000+ 0.149441); 0.00000 13 ( 0.02384+ 0.151341); 0.26040
14 ( 0.11457+ 0.053971); 0.00000 14 ( 0.14531+ 0.070041); 0.90858
17 (-0.11457+ 0.053971); 0.00000 17 (-0.08571+ 0.056881); 1.01995

Excitation Amplitudes
1 0.187E-02 0.140E-02
3 0.538E+00 0.396E+00
5 0.125E-10 0.383E-11
7 0.611E-10 0.207E^11
8 0.655E+00 0.637E+00
11 0.452E-01 0.347E-01
13 0.381E-13 0.149E-13
14 0.180E-02 0.196E-02
17 0.705E-04 • 0.598E-04

Table 2.1. List of the Bloch waves for a nine_beam calculation 
of GaAs. The beam direction is along the [010] Laue zone axis 
tilted by 6.5mRad along the [101]) direction. The absorption 
is 10%. The upper part of the table compares the real and 
imaginary components of the wave vectors and current flow and 
the lower is the excitation amplitudes. The incident electron 
energy is lOOkeV.
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Table 2.2

j=l, 2.... 2N S,‘« ktr(31 kr1,3J
0 (NA)

N/=N Nr+=N N > N (WA)
0 (NA)

Laue case N.'=N N/=N wr« N (WA)
2N(NA)

N/=0 Nr*=0 n;=
0 (WA)

•? (NA) 7 (NA)
N.= ‘ N/=? N/=

N (WA) N (WA)
? (NA) ? (NA)Bragg case N.= N/=? Nf=N (WA) N (WA)
■? (NA) 7 (NA)

N. = ' Nr*=? n;=
0 (WA) 0 (WA)

N/+N.-+N, N̂/4-N,r+N^N^+N,-+n;
(NA) (WA)

n(N,+ or N;>)=N n(N/ and N^)5=NRelation between
n(N,' or Nj-■)=N n(N/ and Nt")=Nthe populations N/+N/=2N

N^+Nf^N/
N/+N/=>Nt‘

N.'+N^O
N,+=>N1*=N
N/^N.^N

Table 2.2. List: of the populations of the positive and 
negative values of three arrays; , S,<j> and k,1*1’
(j=l,2...... 2N) and their relationship in both the Laue case
(transmission) and general case in which the Bragg case 
(reflection) is included.
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Pig.2.1. Dynamical diagram of Pig.2.2. Diagram illustrat-
dispersion surfaces in vacuum ing the continuity of
and boundary match in reflection current flow along the 
case. boundary.
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Fig.2.3. Illustration of the relation between the current flow 
and wave vectors of excited Bloch waves in both transmission 
and reflection cases. S: current flow. Jc,j>: wave vectors.



Fig.2.4. Kinematic diagram of Ewald 
sphere in vacuum and boundary match 
in reflection case. MN: surface, 
n: surface normal. jc„:incident wave 
vector, k̂ ' : reflected waves.
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Analysis

Fig.2.5. An outline of the computer 
program for calculating the n-beam 
Bloch wave solution in the reflec­
tion case.



Fig.2.6. Calculated results for GaAs(OOl) with the incident 
beam along the [010] azimuth with a tilt of 42mRad for lOOkeV 
electrons: (a) intensity map of reflected wave; (b) intensity 
map of the Bloch wave in the crystal; (c) diffraction pattern.



Chapter III. Consistency between the two approaches: 
Bloch wave and multislice in both 
transmission and reflection

3.1. Introduction
The physics behind electron diffraction in the Bragg case 

has been discussed in Chapter II using the Bloch wave method. 
This was accomplished by the introduction of the concept of 
current flow, which demonstrated the validity and usefulness 
of the method for understanding electron diffraction in the 
Bragg case. However, the basic limitations of the Bloch wave 
method do not drop out so easily; when a large number of beams 
are used, the computation speed is slow, and the method is 
also not readily available to simulate surface defects. 
Various alternative methods have therefore been proposed as 
discussed in Chapter I. These different methods must be 
consistent with each other, if they are correct. This suggests 
that it is not only necessary but also possible to combine 
different methods and let their advantages work together to 
provide more powerful approaches. In addition, investigating 
the consistency between different methods can provide a clear- 
cut mutual proof of the validity of the methods and the 
combination between them may reveal more physical information

65



66
about electron-crystal interactions and will undoubtedly make 
electron reflection theory 3tand on a more solid foundation.

In this chapter, the consistency between the two most 
mature and well developed computation methods in both the Laue 
case (transmission) and the Bragg case (reflection) is 
discussed both analytically and numerically. First, a more 
rigorous analytical derivation of the multislice formulation 
is attempted by introducing the Rayleigh-Sommerfeld 
propagator. Second, the consistency in the Laue case a3 a 
necessary precursor to the reflection problem is investigated 
numerically. Then the result of combining the Bloch wave and 
multislice method in the Bragg case is analyzed numerically. 
It is shown that the solution of the Bloch wave approach plays 
two roles: on one hand, it is the incident wave for further 
multislice iteration; on the other hand, it is a trial 
function for a Picard iteration which produces a stationary 
and convergent solution. Finally, the results are compared to 
the ones obtained using the approach of Peng and Cowley [1].

3.2. From the Schrodinqer equation to multislice

3.2.1. Physics of multi3lice
One of the ultimate objects of theory development is the 

unification of different approaches to the understanding of
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the universe, which led A. Einstein to desperately try to 
unify four kinds forces for more than 30 years. This is also 
true in the field of electron diffraction. The Bloch wave 
method is a direct application of the Schrodinger equation to 
electron diffraction, which may provide physical deep insight 
into electron diffraction. In contrast, the multislice method 
was first developed in a quite different way using a physical 
optics approach.

When light propagates in a medium, it experiences two 
kinds of phase variations if the medium has no absorption and 
the scattering is considered as elastic: a phase shift caused 
by medium variation which is described by the optical 
refractivity of the medium and a phase shift caused by 
propagation which obeys Huygen's Principle. These two 
processes are separated in usual optical systems, because the 
medium is considered as homogeneous and the refractive index 
only shifts at the boundaries. For an optical system with a 
series of thin lenses, using the Fresnel approximation, the 
relation between the incident and outgoing wave is given by: 

W={ ■ • • [T|/o*exp(i2jca0%2) ] .exp(i2ji0o%2) . . .
exp (i2jt0n%2) } *exp (i2jcas%2) . exp (i27tpfx2) (3.1)

where a is the propagation coefficient, 0 the coefficient of 
phase shift caused by the medium. Here, the refractive index



68
shifts only at the boundary between vacuum and the lens, 
otherwise the wave propagates homogeneously. For wave 
propagation of a fast electron in a solid, the solid can no 
longer be considered as homogeneous, because of the short 
wavelength of fast electrons. Moreover, what we want to know 
is just the inhomogeneous structure of the solid through the 
interaction between the electron wave and the solid. Although 
the separation of the two different processes therefore is 
impossible in a macroscopic sense, it is still feasible at the 
microscopic level by applying a differential approximation and 
then physical optics is still applicable. This is the basic 
physical background of the initial development of the 
multislice approach by Cowley and Moodie [2-3].

By analogy to a series of lenses, the bulk material is 
sliced into a series of thin layers with thickness Az and then 
treated as a series of planes onto which the potential of the 
slice between z and z+Az is projected. These planes are 
separated by vacuum gaps (Az) which do not necessarily 
correspond to any specific spacing of crystallographic planes. 
The phase shift of the electron wave passing through a slice 
is given by:



zn+Az
q(x,y)=exp[ioJ <p(x,y, zJdz^expEidip^^y) Az] (3.2)

z„
where (p(x,y,z) is the potential distribution of the solid, 
Vpa^/Y) tlie mean value of the potential in the region between 
z and z+Az and o^jnnAfe/h2. If the Fresnel approximation is 
applied, the phase shift resulting from propagation between 
slices is given by:

P(x,y)=exp[i2jrk(x2+y2) /2Az] (3.3)
Thus the wave function for the n+lth slice is:

Yn+i(x' Y) = [Yn(X/Y) *p(x,y) ] .q(x,y) (3.4)
where denotes a convolution and "." a multiplication.

3.2.2. Analytical relation between the Schrodinger equation 
and multisiice 

As far as the physical background of the two approaches 
is concerned, it seems difficult to find both physical and 
analytical relations between the Schrodinger equation and 
multislice formulation, because the nature of quantum 
phenomena is quite different from that of electromagnetic 
waves. However, the wave nature is common, for which Huygen's 
Principle is universally applicable as long as the medium is 
homogeneous, and the results of any wave-medium interaction
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are no more than either phase shifts or amplitude variations.

The first rigorous analytic derivation of the multislice 
formulation from the Schrodinger equation wa3 given by 
Ishizuka and Uyeda [4] and was based upon five approximations:
i) Separation of the wave function: Y(r)=exp[i2jtk.r]<p(r)
ii) Fresnel approximation
iii) No back-reflection approximation
iv) Stationary phase approximation
v) High energy approximation

It can be proved that the first two approximations are 
not only unnecessary, but also inaccurate.

In the Bragg case, the wave field in the plane 
perpendicular to the beam has two domains: vacuum and crystal. 
The assumed form of the wave field does not have any clear 
physical and mathematical background. The Fresnel 
approximation is not valid in the multislice approach, 
although so far it is widely used in the literature (but not 
in numerical programs). The condition for the Fresnel 
approximation is given by [5]:

A z »  (7tp* A ) <1/3> (3.5)
where p is the maximum radial extent and X the wavelength of 
incidence electron. The typical value in multislice is p=3.0A 

and the wavelength of lOOkeV electron is 0.037A. Then we



71
obtain:

Az» 19A
This slice spacing value is far beyond the limit (=lA) 

required for the validity of stationary phase approximation 
and the elimination of "upper line effects".

Here, a more rigorous and general derivation of the 
multislice formulation from the Schrodinger equation is given 
by introducing the Rayleigh-Sommerfeld propagator [5], which 
is valid in all space. The time-independent Schrodinger 
equation in differential form is written as:

(V2+k2) \jf(r) = (2m/h3) V(r) \]/(r) (3.6)
where k is the incident wave vector, V(r) is the potential 
energy, and r=(x,y,z) . (3.6) can be converted into an integral 
form:

Y(r) =exp[ik.r] -(2m/47th) JG(r-r')V(r' )\|f(r' )dr' (3.7)

where G is the Green function. Referring to Fig.3.1, the real 
space vector r can be subdivided into two components a3 far 
as the wave field in the plane perpendicular to the z axis is 
concerned. £=(3/2) and r'=(g',z') where 3=(x,y) and 
3'=(x',y'). Then the Green's function can be written in the 
form of’the Rayleigh-Sommerfeld propagator:

P<3~3' / ) = (l/iA.)G(3-q' , z-z')



72
exp[i2xk(z-z') (l+|g-g' \2/ (z-z' )a)(1/2)]

(3.8)
iX(z-z') (l+ls-2' |7(2-z')a),1/2)

Let 2m/4xh=(i/hv) (1/iX), where v is the velocity of the 
incident electrons. Therefore, we have:

Y(r)=exp[i2jtk. (3, z) ] + (-i/hv) JJ V(s', z')y(3', z') x

P(a~a', z-z')dq'dz (3.9)
The Fourier transform of the R-S propagator is [5]:

Fa{p(S/Z) }=exp[i2jtkz (I-X3*2) ,1/2>]=P (g*, z) (3,10)
where 3* refers to reciprocal vector in the plane at z. P (3, z) 
as a propagator satisfies:

P(a_a' / z-z')=j p(g-g", z-z") p (3"-g', z"-z'Jds" (3.11)

Equation (3.11) can be proved as the following: Taking the 
Fourier transform on the right side of (3.11):

Fa(J P(a-H"/z-z")P(H"-a',z"-z')dg")
-P (3*, z-z")exp<ig' ,3*)P (3*, z"-z')

-f3{J p(a-a' / z-z7}

Similarly, we have:
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exp [i2jdc. (3, z) ] ■J exp[i2rck. (3,, z„) ]p(g-g,,, z-z„) dg„ (3.12) 

Therefore, referring to Fig.3.1, we obtain:
+00

Y(g, z)=exp[i27tk. (S,z) ]+(-i/hv) J dg'J dz'x
—OO

V(g', z')y(g', z' )p(g-g' / z-z') (3.13)
If the approximation of no back reflection is applied, we 
have:

z
' XY(3, z) =exp[i27tk. (3, z) ] + (-i/hv) J dg'^ dz':

—OO
V<g', z') y(g', z' )p (3-3', z-z') (3.14)

and
2o

V(3o/ z„) =exp [i2jdc. (g ,, z0) ] + ( - i / h v )  J" dg"j* dz"x
— OO

V (g", z") y  (g", z ") p (g„-g", z0-z") (3.15)
Equation (3.14) and (3.15) simply mean that the wave-medium 
interaction on the region where the z coordinate is larger
than z, or z„ will have no effect on the wave fields Y(g, z)
or zj . Then,

V(H'Z) = | e x p [i2 id c . (g„, zc) ]p  (g -go , z-z„) dg,,
Jsa

z„
+ ( - i /h v )  J* dg" J dz"V (g", z")i|r(g" , z " )p (g -g " , z -z " )

Vr -00
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+ (-i/hv) f da'f dz'V(z' ,z')y(S'' ,z')p(3rz' ,z-z') 
V„

= f VtHo/ZoJPtS-So/Z-ZoJda,
SQ

z
+J d3' f dz'V(3',z')\fr(2', z' )p (£-%', z-z') (3,16) 
VIX Z„

Equation (3.16) is also a standard Volterra equation of the 
second type, vrhich can be solved as a Picard iteration and 
always converges over a suitable interval (z0,z). There are 
two important features of (3.16): i) the wave function is in 
general form and ii) no restriction is imposed upon the form 
of potential V(r') in the region between z„ and z, which is 
important in extending the derivation to the Bragg case in 
which both the wave function and crystal potential are non 
periodic districted functions. Equation (3.16) can be 
expressed as a successive approximation. Let:

(3.17)
where c=(-i/hv). Substituting (3.17) into (3.16), we have:

Lo,.c\(3, z)=J Y<So,Zo)P(S-3o*2:-:OdH0
S

z
+1^,-Gnf da'f dz'V(a', z' )un(g', z' )p(a~3/ 

VII z„
-a', z-z')da'
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Comparing the coefficients of the same order of c on two 
sides, we obtain:

u0(3/Z)=J o (3.18)

and
z

u„(H/ z)=J dg'Jdg'V(g' ,z' )uB.1(g/, z' )p(g-g', z-z') (3.19)

For n=l,

Ui(3/Z)=J ̂ 3'J  dz'V(3,,z/)a,(g';z,)p(3-H,,z-z') (3.20)

=J dg'J dz'V(g', z') [J \jr(g„ z„)p(g' -g„, z' -zj dgj p (g-g', z-z')
v« zc s.

=J d3,Y(3o/ Zo) J  dz'J dg'V(g',z')p(g-g',z-z')p(g' -g„, z-z„)
z0 Vjj

The integral f in (3.20) can be simplified if the stationary
Vxx

phase approximation is applied [6] . Referring to Fig.3.2,

j is given by:
V12
J  dg/V(g/, z' )p (3-3', z-z' )p(3'-3a/z' -za)
Vxx
-V[ ((z' -zQ)g+ (z-z' )gj / (z-zj ,z']j p(g' -g„ z-z0)p (g-g', z-z') dg'
=V[ ((z' -z0)g+(z-z' )g„) / (z-zQ) , z' ]p(g-g„, z-zQ) (3.21)
It can be proved geometrically that the propagation function



point r0'=s[ ((z' “Z0)g+ (z-z' )g„)/ (z-zD), z' ] (Appendix 3.1,Pig. 3.2) 
and then we obtain:

For the case of the high-energy electron scattering, the 
scattering angle a is much smaller than 1. So the region of 
interaction between the wave at (ĝ , z„) and medium potential 
during forward propagation is strictly located in the cone 
with the cone apex angle a and the cone axis 1„= (g,., ofcr., z) . 
Therefore, the potential should be projected along the line 
1G instead of line r„r. Then,

f V(g, z' JpCs-s', z-z' Jpfs'-g^z-zJds'
VV II
=V[ ((z'-z0)s+(z-z' )3=)/(z-z0) ]p(S-3o/ z-zj (3.22)

Then,

z
J dz'V[((2'-zja+(z-z')a)/(z-z0),z'] (3.23)

z
dz,V(gB/Z') )V(3o,Zo)p{a-Ho,2“Zo)
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The principle of the derivation from (3.23) to (3.24) is the 
separation between the scattering and propagation of a wave. 
The wave-medium scattering is coincident with the wave 
propagation along the line r„r in (3.23), while only the 
scattering along the line ln i3 considered because of the high 
energy approximation. The stationary phase approximation is

based upon the fact that the value of integral scattering

-propagation integral"), largely depends on the localized 
potential. When n=2 for (3.19), we have:

z
u3(g, z) = dz'V(g', z' )ux(3', z' )p(g-g', z-z')

z„
z

!J  dg'J dz'V(g',z') [J dg^J dz'^g., z") Y(3„, z„)p(g' z' -zQ) 3 
Vxi z„ Sn

*p(a-a' / z-z')z

z
-J dg^J dz' V(3„, z')v{3„, z')\j/(3„, z0)p(g-30, z-z0) 

S„ zQ

| dgj (l/2)v(g0,z)2]Y(ao.z1,)p(g-g0, z-zj 
S„

(3.25)

Then
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Un=f dae[(l/n!)v(3 e/z)n]\ir(a0/zjp(3 -3 a/z-z0) (3.26)
S„

Substituting (3.18), (3.24-26) into (3.17), we have:

¥(3/ z) = f "v (a,/ z) /»! ] ¥(3o/ z„) P (3"3o/ z-zj dHo
S0

=Jexp[ (-i/hv) v (a,, z) ]̂ (Ho/ zb)P (3~3,/ z-zj dg. (3.27)
P
z

where v(a,, z)=J V(g„, z')dz' is the projected potential.
Z„

Equation (3.27) can be written in the form of convolution:
¥(3/ z) = [y(H/Z0) .q(H/Z-zn) ]*p(H/Z-zJ (3.28)

z
where q(H/ z-zj=exp[ (-i/h) J V(q, z') dz' ] and * denotes

z0convolution. If z0=z„, z=zn+1 we obtain:
¥(3/ zntl) = C¥n (3/ zn) . q„ (h , Za+1-zn) ] *p (q, zn+l-za)

or,

¥n+i(3) = [¥n(3) .3»(3)]*P(3/Zn+1- z n) (3.29)
This is nothing but the multislice formulation due to Cowley 
and Moodie [2-3]. From (3.6) to (3.29), the derivation clearly 
shows the equivalence between the two approaches. However it 
is conditional. When V(g, z) varies slowly along the z axis on 
the range (z„,z) , (3.28) can also be approximated as:

¥(3/ z) = [Y(H/Z) . q ( H / Z - z 0)]*p(q, z-z„) (3.30)
Replacing zB by z is not only an approximation, but also a
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major change of the problem. (3.30) is an equation with an 
unknown function, which is a simplified and numerically 
feasible equivalent of Equation (3.16), instead of a 
successive solution at different thicknesses as given by
(3.28) or (3.29). As noticed, the solution of (3.30) is 
independent of z on (za/z) and only depends upon the property 
of V(b, z) on (zQ,z). Obviously, this is meaningful only when 
the true solution of (3.16) is independent of z and V(b,z) is 
periodic along the z axis. Fortunately, electron diffraction 
in the Bragg case fulfills these conditions. The independence 
of z for the wave field in the Bragg case has been proved 
analytically in Appendix 3.2. This also offers convenience for 
the consistency investigation in the Bragg case, as will be 
shown later.

The solution of (3.30) can be solved by the Picard 
iteration similar to (3.16):

Y(S, z)=lim yo+1(q,z) (3.31)
n—>oo

where

Yn+i(S, z) = [Yn(S, z) .q(H/Z“zo) ]*P(3,z-zJ (3.32)
Equation (3.31) shows how to obtain the wave field at (g, z), 
while Equation (3.29) solves the wave field at (g, zn+1) , if the 
wave field at (g, za) is known. They are equivalent in the
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Bragg case, for which the wave field is independent of z and 
the crystal potential is periodic along the z axis. In other 
word3, solving the wave field at the thickness deep enough by 
a multislice iteration is equivalent to solving the 
Schrodinger equation by a Picard iteration.

3.2.3. Validity conditions for multislice iteration
Referring to Appendix 3.1, the validity condition of

(3.29) can be expressed as:
6r'2/AAz£l (3.33)

where r' is the distance over which the potential is 
considered not to vary appreciably, A. the electron wave length 
and Az the slice spacing. This is the condition for the 
validity of the stationary phase approximation. Equation
(3.33) imposed a restriction simultaneously on the property 
of incident electrons (X), the property of the medium (r') and 
the set-up of slices (Az).

Another validity condition imposed on the parameters Az 
was given by Lynch and Goodman & Moodie [7-8], which was 
called "upper line effects". This argument is mainly based 
upon the consideration of optical propagation. The propagator 
in reciprocal space is given by:

P (h, k) =exp Ti2icAzA.I uht 12/2 ]
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=exp[i27op(h, k) Az] (3.34)

where is the reciprocal lattice vector for a specific beam 
(h,k) and (p(h/k)=A,|nhJe|2/2 is the excitation error of the hk 
beam for the Ewald sphere of radius 1/X. As the magnitude of 
a particular <p(h,k) approaches 1/Az in (3.34)/ the phase shift 
during the propagation of this beam with respect to the 
central beam approaches 2it radian. This means that the major 
value of the phase (O<0<27C) in the propagator can no longer 
indicate the phase differences for all orientations. Thus, 
this particular beam will be artificially reinforced and 
becomes one due to upper line in the reciprocal lattice 
corresponding to the planes with c spacing of Az. In other 
words, the effect of the beam is confused with that of beam 
(0/0,±l/Az) . This occurs because of Az being taken as a finite 
value. In a medium, since Az—>0, the phase differences between 
different beams caused by propagation must be located in the 
region of major value. To avoid this undesired effect, the 
condition is:

<p (h, k) Az<l
or

Az<l/<p(h, k) (3.35)
In the usual usage of multislice, (3.33) and (3.35) are 

consistent with each other, although the physical backgrounds
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are not related. In most cases, (3.35) is a little more 
restrictive than (3.33).

As an example, for an incident energy E«=100keV, 
(te=0.037A), sampling rate 10/A (d=0.lA) and IH(hk)««*l=5V2A-1,
(3.33) gives:

Az£6r' 2/k=l . 62A
and (3.32) gives:

Az<2/A.|uhk|a=l. 08A 
These two numbers are close to each other and the applicable 
slice thickness A z„ for lOOkeV electron is about lA. The 
higher the energy of the incident electron, the larger the 
slice thickness Az,,,,.

3.2.4. Normalization
No matter whether y(r) is normalized or not, both (3.6) 

and (3.29) are valid. If \|f(r) in (3.6) is normalized over the 
whole 3-D space, so is V(3/Zn) in (3.29). However, 
numerically, the normalization consistency between the two 
equations becomes more complicated. For the Bloch wave method, 
the wave function is expanded as plane waves in real space. 
The number of plane waves is finite in a numerical treatment:

V(r)=2aWCatJ>exp[i27C(k,J,+g) .r] (3.36)
The normalization of \y(r) in the whole real space leads to the
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normalization in a finite reciprocal space:

(3.37)
If the zero Laue zone approximation is applied, the 
normalization is over a finite area in the reciprocal plane

whole two dimensional space. Ya(S/z) can be normalized in 
reciprocal space as it is in (3.34). But, the convolution in 
multislice iteration cannot be applied to the whole of real 
space. A full real space convolution in 2-D in (3.20) 
corresponds to a reciprocal space multiplication. If ya(q,z) 
and q(g, z-zn) are band limited, the multiplication in the 
reciprocal space can be reduced down to a finite area. 
However, Yn(s, z) and q(q, z-zB) are not necessarily band limited 
functions. A phase grating function is not band limited 
because a wave is usually scattered by crystal potential in 
all directions. These intensities scattered into the region 
outside the calculated area are artificially cut off in each 
iteration. This is called the "overflow effect" [9]. However, 
as long as the number of beams calculated is big enough, the 
multiplication in reciprocal space for a finite area in (3.29) 
can be close to the convolution over the whole real space in

z=0. For (3.20) and (3.29), the integral the

are considered as over the
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(3.20). But the successive intensity reductions during the 
multi3lice iterations can accumulate, which can affect the 
consistency between Equations (3.6) and (3.29). A way of 
solving the problem is to impose normalization of the wave 
function in reciprocal space after each iteration. That is:

Yn+i (3/ =cntV0 (3/ sJ q (3/ zn+1-zJ 1 *P (3r za+i”Z„) (3 .38)
where cn is a normalization constant. We then have:

aCi [ .  q„ ] qn*pn (3.39)
Obviously, n W(ICi only affects the total intensity of wave 
field iyn+1 but not the intensity distribution.

To summarize, Equation (3.38) is analytically consistent 
with (3.6) under the conditions (3.33) and (3.35), if the 
successive normalization in (3.38) is carried out during the 
numerical iterations. The form of the potential in the phase 
grating q(q, zB+i-zn) and the wave function Y(3, za) are not 
restricted, which is important for the Bragg case because 
diffraction in the Bragg case is basically a boundary 
phenomenon in which the potential is non-periodic and 
truncated.

3.2.5. Numerical development of the combination of the Bloch 
wave and multislice 

The consistency between the Bloch wave method and
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multislice formulation has been proved analytically in the 
previous sections, which clearly shows the possibility of 
combining these two approaches to make use of the advantages 
of each. The scheme of combining the two approaches is shown 
in Pig.3.3.

The calculation consists of two blocks: one for the Bloch 
wave calculation and another for the multislice calculation. 
The Bloch wave calculation for the Bragg case has been 
discussed in detail in Chapter II. The Bloch wave block is 
operational in both the Bragg case and the Laue case since the 
Bloch wave calculation for the reflection requires the 
solution in the general cases. The only difference is the 
angle of the incident beam with respect to the entrance 
surface. The block for the multislice calculation is based on 
the multislice program by L. D. Marks, which is the 
computation utility for high resolution THEEM simulation at 
Northwestern University. This block alone is also operational 
in both the Bragg case (the method of Peng and Cowley [1]) and 
the Laue case. The input to the multislice block is the output 
of the Bloch wave block. The software is operational in six 
different calculation modes (Table 3.1) and various output 
data can be obtained from the calculations in different mode3.
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3.3. Numerical investigation of the consistency between the

Bloch wave method and multislice method in transmission 
To make the two different approaches work together, it 

is important to investigate the consistency between them. One 
should know whether they are consistent and for what 
conditions they are consistent. Since in the Bragg case, it 
is difficult to reach a stationary solution by the multislice 
method, it is tactful to investigate the consistency between 
them in the Laue case as the first step, which, in addition, 
can also offer information about the reliability of the 
programing. This was early done by Self et al.[9], which is 
reconfirmed here and more details are provided in the 
following sections.

3.3.1. Effects of the number of beams
One way of evaluating the consistency between the two 

methods is to plot the amplitude and phase of several low 
order diffracted beams obtained from the two methods against 
the thickness. The consistency between the two different 
approaches can be well presented by the consistency between 
these curves.

The results for the Bloch wave calculation and multislice 
calculation are shown in Fig.3.4 (i-vii), which show a series
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of comparisons between the two methods for different number 
of beams. The calculation conditions are as follows: gold is 
taken as the simulation system, with the incident beam 
perpendicular to the [010] zone and an incident energy of 
lOOkeV. A couple of points should be mentioned:
i) The oscillation periodicities of both the amplitudes 
(extinction distance) and the phase for different beams are 
systematically a little smaller than those reported by Self 
et al. This is mainly due to different ways of calculating 
the scattering factors; the parameters for X-ray scattering 
factors were used in current calculations. The error arising 
from this term was recently discussed by Peng and Cowley [10] .
ii) The sign of the phase in current results is opposite to 
that of Self et al.. This is more likely due to a different 
choice of zero reference point— here the transmission beam is 
taken as the reference point.
iii) The number of beams for both methods does not take the 
forbidden beams for the fee structure into account, therefore, 
for the case of 3x3 beams, the actual number of beams 
calculated is 5x5 in the multislice calculation.
iv) The differences between the Bloch wave method and the 
multislice method are significant when only a small number of 
beams are included in the calculation. The reason for these
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differences is the "overflow effect" as discussed in Section 
(3.2.3). The wave distribution will be strongly affected for 
a small number of beams and the normalization at each 3lice 
can not solve the problem since cn in Equation (3.34) only 
deals with the total intensity. Nevertheless/ the extinction 
distance of each beam for the two methods is the same no 
matter how big the divergence between the curves calculated 
by the two methods.
v) In the current calculation, the largest number of non- 
extinct beams is 21x21. In other words, the largest total beam 
number is 41x41. The corresponding sampling array in real 
space is set up as 64x64. This is in the range that the 
sampling theorem requires. For the case of a smaller number 
of beams in reciprocal space, the sampling rate in real space 
is better than that the sampling theorem requires and the 
aliasing effect is even smaller.

It is important to examine the convergence of both 
methods. Fig.3.5 shows the charge density at various depths 
for both methods as a function of the number of beams used. 
The figure clearly show3 that the consistency between the 
Bloch wave solutions with 13x13 beams and the multislice 
solution with 21x21 beams is significantly better than that 
between the Bloch wave solutions and the multislice solution
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both with 13x13 beams. To be more quantitative, Fig.3.6 shows 
plots versus thickness of a parameter R(t), where R(t) is 
defined as :

[1*1 (x, y) -IBl (x, y) ]2
Rij (t)=-------------  (3.40)

£,rylbi (X, y)1
where 1^ and IBj denote the intensities calculated from the 
Bloch wave method and the multislice method respectively, t 
is the thickness and the subscripts i & j denote the number
of beams. The curves show that when the number of beams is
larger than 11x11, the quantitative agreement is excellent. 
The flattening of the curves means that the methodical 
differences between these two approaches plays a smaller role 
with increasing number of beams, and the numerical errors are 
the major reason responsible for the deviation. Fig.3.7 shows 
values of a convergence parameter C(t) versus thickness for 
different numbers of beams, where C(t) is defined as:

Sr.y|I»(x,y)-ln (x,y) |
Cm (t)=---------  (3.41)

2*>y|I.(x,y)+Ift(x,y) I
where I,, and In denote the amplitude of each point in the
image, subscripts m and n denote the number of beams for the
calculation. The results in Fig.3.7 shows that the magnitude
of CiWM (t) for the Bloch wave calculation is close to the

13x13
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magnitude C^^ft) for the multislice calculation. This

17*17

indicates that the Bloch wave calculation converges for a 
smaller number of beams than the multislice. But it is not 
significant enough to reduce the disadvantage of low 
computation speed. The curve of C17xl7 (t) demonstrates that

21x21

the multislice calculation converges well enough when the beam 
number is larger than 17x17. Compared to (t), it can be

m(2tx21)

seen that the results of both methods converge to the true 
solution with increasing number of beams. The monotonic 
increase of C(t) with the thickness is due to numerical errors 
accumulating in the direction of wave propagation.

3.3.2. Effects of higher order Laue zone3
Since the Bloch wave calculation is currently limited by 

computation speed, it i3 difficult to take non-zero Laue zone 
diffraction into account. The whole unit cell is projected in 
the direction of the incident beam onto the zero plane. 
Therefore, to reach consistency between the two methods, the 
phase grating in multislice was constructed in an equivalent 
way; the unit cell of gold projected onto the zero plane in 
the direction [010]. Since "upper line effects" become more 
serious and the stationary phase approximation is broken for 
large propagation spacing in multislice calculation, the slice
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is subdivided into four subslices in order to reduce 
propagation space. Each of them contains one fourth of the 
projected potential of a full cell and corresponds to one 
fourth of the c spacing of the conventional unit cell 
(1.0124A) .

In the multislice calculation, there are different ways 
of subdividing one unit cell and the occupancy of each atom 
in the unit cell can also be subdivided into different slices. 
All these operations may lead to the higher order Laue zone 
effects involved in the calculation. However, these treatments 
are only a rough approximation to the effects of higher order 
Laue zones. True representation of them needs three 
dimensional sampling, which makes the multislice approach 
infeasible. The effects of the higher order Laue zone were 
investigated by Lynch [7] qualitatively in 1971. The effects 
are currently excluded from the calculation, which is 
justified by the low excitation intensities of higher order 
Laue zone in the high energy case.

The effects of the slice thickness has been discussed in 
Section (3.2.3). The inequalities (3.33) and (3.35) provide 
an estimated value for the slice thickness of about lA. For 
gold, c=4.08A. If it is subdivided into four slices, then 
Az=1.02A, which is proper for the multi3lice calculation.
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3.4. Numerical investigation of consistency in reflection

For reflection, it is difficult to investigate the 
consistency between the Bloch wave method and multislice 
iteration since it is difficult to obtain and verify a 
stationary solution from the multislice iteration. However, 
because the wave field both inside and outside the crystal in 
the plane parallel to the zero Laue zone is stationary in the 
Bragg case (Appendix 3.2), this provides an alternative way 
of studying the consistency in the reflection mode: taking a 
symmetric incidence condition for convenience and 
investigating the variation of the wave field in the direction 
of the incident beam. The important point here is that the 
variation of the wave field during the multislice iteration 
not only indicates the degree of the consistency between the 
two methods, but also reveals the extent of the convergence 
to the true solution in a crystal with a surface potential in 
the Bragg case. It is more important that the consistency and 
convergence of the two methods provides a strong mutual proof 
of the validity of the two methods and the combination of the 
two.

For the case of reflection there are two basic 
differences between the Bloch wave block and the multislice 
block: one is methodical difference and another is the
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difference due to the surface truncation i.e. the zero surface 
potential approximation in the Bloch wave calculation. The 
former has been investigated both analytically and numerically 
in Section (3.2) and (3.3), and the latter is new for the 
Bragg case.

3.4.1. Unit cell
The unit cell set-up for the Bloch wave calculation in 

the reflection case is not very much different from that in 
transmission. The only difference i3 that to reduce the effect 
of the surface truncation, the surface should be between the 
atomic planes rather than in the atomic plane. To achieve 
this, the boundary is fixed at zero and the unit cell is moved 
into the crystal along the z axis by a quarter of the c 
spacing as shown in Fig.3.8 (i). .Note that we are using the 
conventional notation of the z axis as normal to the surface. 
The one dimensional potential plotting along the z axis shows 
the deviation of the surface potential in the Bloch wave mode 
from that in a real crystal. To be consistent with the unit 
cell set-up for the surface simulation in a multislice 
calculation, the wave field is constructed in a large unit 
cell, which has a size of 16axla (a denotes the magnitude of 
lattice parameter of gold, and the wave fields are displayed
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in a size of 8ax2a) . For the case with no absorption, the 
right half of the cell is for the Bloch waves in the crystal 
and the left half for the reflected wave in vacuum. When an 
absorption of 10% is included, the crystal wave rapidly damps 
in the crystal and the surface can be set further towards the 
right. Here we set the surface position such that the crystal 
occupies a quarter of the unit cell on the right and the 
reflected wave three quarters on the left along the z axis. 
This can further reduce edge effects in the multislice 
calculation. For the multi3lice part, the unit cell is similar 
to that used in profile imaging and has the same size as the 
unit cell for the Bloch wave: 16axla, although the wave is 
also displayed in the size of 8ax2a (Fig.3.8(ii)). Each atom 
in the slice was moved a distance of a/4 into the crystal to 
align with the position of the corresponding atom in the Bloch 
wave calculation. The full unit cell is projected along [010] 
and then subdivided into four identical slices, each 
containing one fourth of the projected potential of the full 
cell and of thickness 1.0128A. The size of sampling array for 
the multislice calculation is 1024x64.

In the following sections, the results as a function of 
the incident angle, number of beams and absorption are 
analyzed.
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3.4.2. Effects of absorption

To investigate the consistency and convergence of the 
solution, a deviation parameter was defined as:

£*,y[It(x,y)-I„(x,y) ]2
D(t)=-------------------- (3.42)

E,,yI0 (x, y)2
where I„ denotes the intensity of the wave field calculated by 
the Bloch wave method and Ie the intensity of the wave field 
output calculated by multislice iteration. The magnitude of 
D (t) reflects the consistency of the solution while the 
derivative of D(t), dD(t)/dt indicates the convergence of the 
solution. We also apply an intensity analysis by using the 
convergence parameter defined in (3.41) for the reflection 
case. In order to avoid undesirable edge effects, the 
intensity analysis is only applied to the central half of the 
wave field for the case with no absorption and the right half 
for the case with absorption. A convention of referring to the 
output of the Bloch wave program as the thickness t=0 is 
adopted.

Fig.3.9(i) shows the current density output at different 
thicknesses up to 607.5A for an incident angle of 25mRad, 
absorption is not included. The beam geometry is: the (010] 
zone is taken as the zero Laue zone; the surface normal i3 
coincident with the z axis; the incident beam azimuth with
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respect to yz plane is zero. The plane of the figure is 
parallel to the zero Laue zone. The number of beams calculated 
in the Bloch wave is 13x13, located in the region ±2x±2A-1 in 
reciprocal space. Fig.3.9(ii) shows the plots of the deviation 
parameter D versus thickness, while Fig. 3.9(iii) shows the 
plots of convergence parameter C, where (R.W.) denotes the 
reflected wave, (B.W) the Bloch wave in the crystal and (T.W.) 
the total wave. The first slice in Fig.3.9(i) is the wave 
field output from the Bloch wave calculation and its thickness 
is taken as: t-OA. The spacing between the two closest slices 
is 50A.

For absorption, the commonly used phenomenological 
treatment was applied for both the Bloch wave calculations and 
the multislice calculations. The crystal potential in 
reciprocal space is taken as complex with an imaginary part 
equal to 10% of the real part.

Fig.3.10 shows the results for the same conditions as 
those for Fig. 3.9, except that an absorption of 10% is 
included. Comparing Fig.3.10 with Fig.3. 9, one can easily find 
that the wave field in the crystal decays sharply for the case 
with absorption, while it extends deep into the crystal for 
the case without absorption. However, the reflected wave is 
not affected seriously by absorption. The corresponding plots
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of D and C against the slice thickness shown in each figure 
indicate that including absorption can greatly improve the 
consistency and convergence as mentioned before. This is 
largely due to reduction of edge effects. The cross points in 
Fig.3.9(ii) and (iii) at about 500A indicate that the edge 
starts moving into the analyzed area. The edge has more 
serious effects on the reflected waves than the crystal waves. 
Fig.3.10(ii) shows that the D parameters for the three waves 
converge to 0.5% after 600 slices, while Fig.3.10(iii) shows 
that the convergence of the C parameter for the crystal wave 
is a little better than that for reflected wave, which is 
mainly due to the different effects of the edge on the two 
part3. The C parameter can never be zero since the numerical 
errors can never be eliminated. The reason for the larger 
scale of C, compared to D, is because C is a first order 
parameter while D is a second order parameter. The plots of 
D and C parameters for the crystal wave often start worse and 
end better, compared to the reflected wave. This is because 
the methodical errors are more important initially and later 
on will drop off and the numerical errors become important. 
The former is usually larger than the latter.

3.4.3. Effects of the number of beams
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When the number of beams calculated in the Bloch wave is 

changed, both the consistency and convergence will be 
affected. Fig.3.11 and 3.12 show results for the same 
condition as in Fig.3.10, except for a decrease in the number 
of beams from 13x13 to 9x9 and 11x11 respectively. The images 
do not look very different from those for 13x13 beams. 
Nevertheless, the D and C parameters clearly indicate the 
effects of the number of beams, although it is not very 
significant. Fig.3.11(ii) shows that the O parameters of the 
reflected wave and total wave for 9x9 beams case do not 
converge well, although those for the crystal wave are not 
affected significantly, increasing from 0.5% to 0.55%. The 
behavior of the D and C parameters of all three waves for the 
11x11 case are significantly better than for the 9x9 case. The 
D parameter of reflected waves for the 11x11 case converges 
to 0.3%, which is 30% smaller than that for the 9x9 case. A 
reduction also occurs in C. It is interesting that the results 
for the 11x11 case are even a little better than that for the 
13x13 case. This is possibly due to numerical errors in the 
Bloch wave calculation increasing with the number of beams, 
since the number of calculations increases with the square of 
the number of beams. This also shows that the number of beams 
in the Bloch wave calculation required for the consistency and
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convergence for reflection is similar to that for 
transmission: about 11x11.

3.4.4. Effects of incidence angle
Fig.3.13, 3.14 and 3.15 show the results for the same 

condition as in Fig.3.10, except the incidence angles changed 
to 25mRad, 30mRad and 35mRad respectively. A noticeable 
feature of the wave field for small incidence angle (lOmRad) 
is that it concentrates in the top layer; note also that there 
is a gap between the top atoms and the vacuum wave with low 
electron intensity for lOmRad incidence. It should be pointed 
out that this surface channeling is not the result of the 
absorption since the calculation with no absorption gives the 
similar results. The magnitude of both D and C parameters of 
the reflected wave and total wave for lOmRad incidence 
decrease considerably and these curves also converge well at 
600A. However, the magnitudes of both D and C parameters of 
the crystal wave for lOmRad increase significantly compared 
to those for 25mRad. This possibly is due to the sharp damping 
of the crystal wave, which reduces the area available for 
intensity analysis. The magnitudes of both D and C parameters 
of the reflected wave and total wave for 30mRad and 35mRad 
incidence shown in Fig .3.14 and 3.15 appear not to be
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seriously affected by the change of incidence angle, although 
the D parameters of the reflected wave and total wave do not 
converge well at 600A. Nevertheless, D parameters of the 
crystal waves in these two cases increase significantly with 
the incidence angles, and the D parameter of the crystal wave 
for 35mRad incidence even fails to converge at 600A and the 
magnitude is larger than 2% at the 3ame thickness. It appears 
that the larger the incidence angle is, the worse the 
consistency and convergence are. There are two basic reasons 
for this. First, in the multislice calculation, the 
approximation is generally made that the phase grating does 
not vary with small changes of the incidence angle and all 
effects of the changes of incidence angle are included in the 
propagator. Thi3 error mainly affects the consistency and 
convergence of the crystal wave. Second, when the incidence 
angle increases, the interaction between the electron wave in 
the vacuum and the surface potential becomes more important, 
which affects the consistency and convergence of the reflected 
wave.

3.4.5. Effects of surface potential
If one studies the wave field in the vacuum in Fig.3.9, 

3.10, 3.11 a little more closely, one can observe slight
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differences between the reflected wave in the first slice and 
other slices. The analysis of both D and C parameters of the 
vacuum waves has already shown the deviation of the solutions 
in the multislice simulation from the Bloch wave solutions. 
The major part of the deviation is due to the artificial 
surface truncation in the Bloch wave calculation. However the 
effects of the surface truncation in the Bloch wave 
calculation is much smaller than we except, which is 
consistent with the results by Howie (1988) [11], but contrary 
to the conclusion of Britze et al.[12]. This merits further 
studies.

The arguments given at the beginning of this section 
proved that the multislice iteration in the reflection case 
is equivalent to a Picard iteration solution of the 
Schrodinger equation in integral form. This means that no 
matter how bad the trial wave function (the Bloch wave output) 
is, the iteration must converge to the true solution in the 
potential without surface truncation in the reflection case 
since the surface potential is automatically included in the 
phase grating in the multislice calculation. The small effect 
of the surface truncation in the Bloch wave calculation 
results in much faster converging speed in the multislice 
calculation, which leaves more room for the simulation of
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surface features.

As mentioned before, the first slice (t=0A) is the Bloch 
wave solution which play3 two roles here: 1) the incident wave 
field in the multislice; 2) the initial wave field in the 
Picard iteration. It i3 obvious that the deviation should 
first emerge in the area close to the surface and then become 
stable and gradually spread out with increasing thickness, 
since the surface potential decays exponentially with 
increasing the distance away from the surface. In other words, 
the convergence regarding the effects of surface potential 
(since the accumulation of numerical errors during the 
multislice iteration i3 unavoidable, the convergence can not 
be considered as exclusively perfect) should also first emerge 
in the area close to the surface. To demonstrate this more 
clearly, the square of the differences between the two 
nearest slices, Pn,n.1(3) = [¥(a/yn) “Y(S/Yn-i) V  was studied by 
projecting FaFn_x{g) onto the z axis. In the coordination system 
used here, the incident wave is along the y axis and the z 
axis points into the crystal surface. The projected 
intensities of Faa_x(g) against z for 25mRad and 30mRad 
incidence are shown in Fig.3.16 and 3.17 respectively. A peak 
occurs just at the surface in the first curve of Faa_x(g) in 
each case, as the initial wave is scattered by the surface
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potential. The peak gradually moves out and a range with a 
flat and low intensity gradually increases with the iteration 
n or 3lice number m. This becomes clear for m > 5 (n > 250) 
i.e. after the fifth curve in Fig.3.17. The multiple peaks in 
curves of Fo n.1(g) with 5 < m < 11 are probably due to either 
oscillatory convergence of the Picard series, similar to the 
convergence of the Fourier series, or the accumulation of 
numerical error. They finally decay to a series of small 
modulations. One important feature in Fig.3.16 and 3.17 is 
that the convergence of the Bloch wave in the crystal is well 
preserved.

The current results show that the effects due to the 
surface potential on the reflected wave are not significantly 
incidence angle related. The magnitudes of both D and C 
parameters of the reflected waves in Fig. 3.10, 3.13, 3.14 do 
not show a clear trend with the increasing of incidence angle. 
This appears to be contrary to what one might expect; the 
surface potential effects should become more serious for 
larger incidence angle because of the stronger interaction 
between the larger components normal to the surface of 
electron wave and surface potential. This is worth further 
studying both experimentally and theoretically.
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3.4.6. Comparison with the solution in multislice-onlv mode 

When the program is shifted to the reflection-multislice- 
only mode, we obtain the results 3hown in Fig.3.18(i), (ii) 
where (i) is the result without absorption and (b) is the 
result with an absorption of 10%. Here, we are following Peng 
and Cowley's treatment: a plane wave smoothed by a Gaussian 
function and towards the crystal surface is introduced into 
the left part of the unit cell in the vacuum. The tilt angle 
is 25mRad. Both the wave reflected from the crystal and the 
wave penetrating into the crystal in slices d,e and f at the 
areas close to the crystal surface have some correlation with 
the true stationary solution in Fig.3.9, although the 
deviation is still obvious. Due to the edge effects it 
appears, however, that the solution is unstable. If absorption 
is introduced (Fig.3.18 (ii)), the result is not much better.

3.5. Interim summary
The consistency between the solutions of the Bloch wave 

method and multi si ice method in both the Laue case and the 
Bragg case has been reached with satisfactory accuracy. For 
the Bragg case, an alternative way of investigating the 
consistency between the two methods introduces a new view of 
the problem, which both analytically and numerically shows
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that the multi3l±ce iteration in reflection is equivalent to 
a successive Picard iteration that numerically leads to a true 
solution of the Schrodinger equation in the crystal potential 
without surface truncation.

The consistency between the Bloch wave calculation and 
the multislice calculation in both the Laue case and the Bragg 
case has been studied numerically, such as the effects of 
slice thickness, beam number and absorption. Studies of the 
effects of the higher order Laue zone have not been carried 
out because of high cost of CPU time for both the Bloch wave 
and multislice calculations when including the higher order 
Laue zone effects. An approximate high order Laue zone effect 
in the Laue case for the multislice calculation has been 
investigated by Lynch [7].

It has been demonstrated that the Bloch wave solution is 
close to a genuine solution of the dynamical reflection 
problem, and even though there can be some errors due to the 
effect of neglecting a surface potential, these can be 
eliminated by using the multislice as a Picard iteration. This 
later feature is especially important since it opens up a 
whole range of different ways of calculating reflection 
problems. As mentioned before, the Picard solution is 
unconditionally convergent, and we can expect that the speed
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with which it converges will depend upon how good the first 
wave function is to the true solution. The results of 
intensity analysis clearly indicate that the Bloch wave 
solution is quite close to the true solution, and the effects 
of surface truncation in the Bloch wave calculation are 
unexpectedly small. Therefore, we can envisage solving 
problems involving surface relaxations by using a solution 
generated from a Bloch wave approach and then multislicing it 
to convergence. Since the multislice is a fast approach, and 
even faster if one utilizes array processors, thi3 may be an 
efficient method of solving many otherwise intractable 
problems.

One obvious problem is edge effects; multislice is not
a true numerical solution since it depends upon the

*
periodicity of the system, which leads to edge effects. One 
can overcome these problems to some extent by using very long 
unit cells as was done here. A more robust and general 
approach is possibly to use patching or some other technique^ 
to avoid the edge effects. For instance, one possibility would 
be at each slice to force the edge of the cell, or a region 
near the edge, to have the same amplitude and phase. This is 
an area for further numerical research.

One additional point which appears to be quite clear is
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that: simply using an incident top-hat wave function doe3 not 
seem to be a reliable approach. Without the additional 
information from the Bloch wave solution, we cannot see how 
one can readily identify when the solution is stationary. It 
is possible that one could stabilize this approach, avoiding 
the edge effects, and then use the multislice alone to sum the 
Picard series. If this is possible then this might be a simple 
method of solving the general reflection diffraction problem 
in a relatively simple conceptual manner.

With the increase of the number of beams and slices, the 
computation speed slows down. For the case of 13x13 beams and 
600 slices, it needs about 20 hr CPU time on an Apollo 3500. 
There is still more room for numerical improvement. The Bloch 
wave calculation now can be separated from the multislice 
calculation and the Bloch wave solution calculated as the 
incident wave to the multislice block can be reused for 
different multislice iterations. This at least reduces 80% of 
the CPU time.

It is important that the results at this stage have shown 
the real possibility of combining different computation 
methods to make them work together, revealing the conditions 
for the consistency of the various methods, exploiting their 
relative advantages and providing mutual validity proof. This
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will place the theories of electron reflection on a more self- 
consistent foundation.
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Table 3.1 

Transmission Reflection
Bloch

B-T B-R
waves

Multislice M-T M-R
Bloch
waves

+ B+M-T B+M-R
Multislice

Table 3.1. List of all six operational modes of the programing 
for the BMCR method.
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Fig.3.1. Schematic diagram for deriving multislice formula 
from the Schrodinger equation in integral form. S„: incidence 
plane. S.: exit plane, z: forward propagation orientation.
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Fig.3.2. Schematic diagram showing the application of 
stationary phase approximation to the derivation of multislice 
formula.
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Fig.3.4. Plots of the amplitude and phase of the (100), (200) 
and (440) beams versus thickness for gold along [001] in the 
transmission case using lOOkeV electrons: (i)-(vii) show the 
results for different number of beams and each diagram in (i)- 
(vii) contains two curves for the same condition calculated 
by the two methods separately, a), b) and d) are the plots of 
the amplitude of (100), (000) and (400) beams and c) and e)
plots of the phase of (200) and (400).
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Fig.3.5. Current density outputs at various depths for the 
Bloch wave method (i) and multislice method (ii, iii) as a 
function of the number of beams in transmission case. The 
thicknesses from a) to b) are 20.2, 40.5, 121.5, 162.0, 202.5, 
243.0, 303.7, 324.0A.
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Fig.3.7. Plots of the convergence parameter C versus thickness 
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convergence of the Bloch wave method and b) for the 
convergence of the multislice method.
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(a) Bloch wave (b) Multislice

Fig.3.8. The unit cell set up and potential profile for both 
the Bloch wave block (a) and multislice block (b).
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Fig.3.9. (i) Current density outputs at different thicknesses 
for 25mRad incidence, for 13x13 beams and no absorption, (ii) 
Plots of the deviation parameters D versus thickness for 
current density outputs in (i) . (iii) Plots of the convergence 
parameters C versus thickness for current density outputs in
(i) •
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Fig.3.10. (i) Current density outputs at different thicknesses 
for 25mJRad incidence, for 13x13 beams and the absorption of 
10%. (ii) Plots of the deviation parameters D versus thickness 
for (i). (iii) Plots of the convergence parameters C versus 
thickness for (i) .
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Fig.3.11. Corresponding results under the same conditions as 
for Fig.3.10, except that the number of beams in the Bloch 
wave calculation is 9x9.
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Fig.3.12. Corresponding results under the same conditions as 
for Fig.3.10, except that the number of beams in the Bloch 
wave calculation is 11x11.
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Fig.3.13. Corresponding results under the same conditions as 
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Pig.3.14. Corresponding results under the same conditions as 
for Fig.3.10, except that the incidence angle is 30mRad.
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Fig.3.15. Corresponding results under the same conditions as 
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Fig.3.16. Plots of the projected intensity of Fnn.1(g) against 
the thickness. Each curve is calculated from the two nearest 
slices in Fig.3.10, and the incidence angle is 25mRad.
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Fig.3.17. Plots of the projected intensity of against
the thickness. Each curve i3 calculated from the two nearest 
slices in Fig.3.10, and the incidence angle is 30mRad.
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Fig.3.18. Current density outputs at different thicknesses for 
25mRad incidence in the multislice-only mode, both with no 
absorption (i) and 10% absorption (ii). The thicknesses from 
a) to j) are: 1.0, 20.2, 40.5, 81.0, 162.0, 202.5, 243.0,
283.5, 324.0, 405.0A.



Chapter IV. Dynamical phenomena in reflection 
using the Bloch wave method

4.1. Introduction
The Bloch wave theory has been successfully applied to 

the interpretation of various dynamical phenomena in THEEM and 
THEED, such as stacking fault fringes, moire patterns, 
dislocations, extinction phenomena and the spot splitting of 
wedged crystals [1] . The only difference between THEEM or 
THEED and RHEEM or RHEED is the incidence angle. For the 
former, the incident electron beam is close to the surface 
normal, while it is nearly parallel to the surface for the 
later. However, this geometrical shift changes the nature of 
the boundary value problem significantly as discussed in the 
previous chapters: wave points occur in the "band gap" and the 
interaction between the surface potential and incident 
electrons can no longer be omitted.

However, the obstacles have been largely overcome both 
analytically and numerically in Chapters II and III. The 
analysis of the consistency between the Bloch wave method and 
multislice method for the Bragg case in Chapter III strongly 
reconfirmed the validity of the Bloch wave argument in the 
Bragg case in Chapter II. The important advantage of the Bloch
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wave method is that it can provide physical insight into 
electron diffraction. In this chapter, several important 
dynamical phenomena are discussed for the case of electron 
reflection, namely: spot splitting, extinction distance and 
anomalous intensity enhancement.

4.2. Dynamical theory of spot splitting in RHEED

4.2.1. Historic review
The earliest reported dynamical phenomena were spot 

splitting and anomalous intensity enhancement in RHEED [2-3]. 
The anomalous intensity enhancement was later called surface 
resonance, for which so far there is no satisfied dynamical 
explanation. The spot splitting is often related to steps on 
a vicinal surface.

The important role of surface steps in fields such as 
chemisorption [4-5] and crystal growth by molecular beam 
epitaxy (MBE) [6] is well known. One of the earliest and also 
most common method of exploring surface steps is via their 
effects upon diffraction patterns in either LEED or RHEED. A 
particularly simple case is when the steps are regularly 
distributed and form a periodic structure i.e. a vicinal 
surface (see for instance Fig.4.1). The presence of an 
additional surface periodicity due to this step array leads
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to extra diffraction spots, most readily observable as a 
splitting of the single spot from a perfect surface into a 
number of satellites, as well documented in both LEED [7-9] 
and RHEED experiments [10-11]. Pukite et al. [12-13] 
demonstrated that the spacing of these satellite spots could 
be well described by using simple kinematical theory, while 
Hsu and Cowley [14] demonstrated in RHEEM that the spot 
splitting was consistent with the presence of diffraction 
features. However, kinematical theory is totally unreliable 
as far as the intensities are concerned,

A more rigorous dynamical diffraction explanation of step 
spot splitting can be derived from Equation (2.45) by simple 
geometry and algebra. It will be shown that spot splitting is 
actually the reflection equivalent of what is after called 
refractive multiplets in transmission diffraction. In 
addition, calculated results for the intensities of the 
satellite spots for a number of simple surfaces are presented.

4.2.2. Physics of 3ppt splitting
In order to understand the source of the spot splitting, 

it is important to draw analogies between transmission 
diffraction from a wedged shaped crystal and reflection 
diffraction from an array of steps. The basic point is that
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a stepped surface can be considered as a bulk crystal cut at 
an angle to a "flat" low index plane, while a wedge crystal 
is a thin crystal slab with two inclined surfaces (see 
Fig.4.1) .

According to dynamical theory, spot splitting is due to 
the exit surface projecting the crystal momentum of the 
electron in the crystal into a series of vacuum wave 
vectorsdifferent values, because of the inclination of the 
surface with respect to the zero Laue zone. The fundamental 
physics behind this kind of splitting is the law of momentum 
conservation on the boundary.

In the case of THEED, the projection of the crystal 
momentum k on both the entrance and exit surfaces overlap with 
each other to satisfy the requirement of the conservation of 
electron momentum, when the two surfaces are parallel to each 
other (Fig.4.2(a)). If the exit surface is tilted and and 
n̂  are not parallel with each other, the projection of the 
crystal momentum on the exit surface is no longer the same 
and splitting occurs (Fig. 4.2 (b) )■. Nevertheless, in the case 
of RHEED or LEED, the surface is considered both as the 
entrance and exit surface, for the crystal is physically taken 
as infinitely thick. Therefore the surface projection of the 
crystal momentum k will not split in RHEED, because the two
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surfaces are coincident with, each other instead of being 
angled for a wedged crystal. Nevertheless, there is an overlap 
of the projection on the exit surface of momentum k^+g for the 
reciprocal lattice vector on the same reciprocal rod 
perpendicular to the surface crystal, when the surface is 
normal to the zero Laue zone. This is shown algebraically in 
Equation (2.45) in which the z component of the reflection 
wave vectors is independent of g,. This means that the beams 
from each zone can only form a semi-circle instead of a two 
dimensional pattern, regardless of whether one considers 
kinematical or dynamical diffraction events. Equation (2.45) 
can be rearranged as:

V + k ^ , 2̂ -  (3k-gy)2 (4.1)
This is the equation for a circle in k^.k^, plane with radius 
^Z2-(Xy-gy)a. This is consistent with the Ewald sphere 
construction in kinematic theory (Fig.2.4) and RHEED 
experiments [15-16] . However, the argument of kinematic theory 
does not explain the reflection intensity and spots splitting 
in RHEED and generally the reciprocal lattice in vacuum used 
by kinematic approach is physically wrong as discussed in 
Chapter IX. The intersection between a reciprocal rod and a 
sphere can only give one point.
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For a dynamical boundary match, the original overlapped 

projection of the momenta k„+S will split into different 
values (Fig.4.3), when the surface is slightly off the zone 
axis of the zero Laue zone. These momenta can excite plane 
waves in the vacuum with different momentum components normal 
to the surface. In other words, the originally overlapped 
spots split into a series of spots in the RHEED pattern. The 
position of these spots can be determined geometrically.

Both dynamical and kinematic theories show that the RHEED 
patterns should be a series of Laue circles. Each of them 
corresponds to one Laue zone. Nevertheless, the RHEED patterns 
obtained in various experiments are divided into two different 
kinds: one is consistent with what the theories predict and 
another is not, and has 2-D distributed spots. This 
fundamental problem so far has not been answered and might be 
a key to informative RHEED patterns. It merits further study.

In reflection, the reflected waves are taken into account 
to satisfy the boundary condition at the top surface which is 
both the entrance and exit surface, as illustrated in Fig.4.3. 
To match correctly the incoming wave above the crystal and the 
Bloch waves in the crystal, one has to draw a line normal to 
the crystal surfaces from the incoming wave to the dispersion 
surface, and then draw lines normal to the exit surface out
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to Ewald spheres for the diffracted beams as illustrated in 
Fig.4.2. In the transmission cases, two sets of lines are 
drawn for the top and bottom surface respectively, leading to 
spot splitting as has been discussed by a number of authors 
[17-18]. The relationship between the spot splitting and the 
misorientation of the surface in reflection is more readily 
seen by reference to Fig. 4.3. From such a diagram, the 
positions of the spots can be indexed by the relationship:

({^sin"1 [cos (0J+P*") - (±g/k) sinp*“] (4 .2)
0^=3in'1 [cos (0JL+0*”) - (±g/k) sin0‘ff] - [ic/2-01-prfe] (4.3)

where
P'^stan'1 (tanf3cos<&) (4.4)

where is the angle between the outgoing electron beam and 
the surface normal, a0±a the angle between the specularly 
reflected beam and the satellite beams, (3 the misorientation 
angle, O  the azimuthal angle and g denotes the particular 
Ewald sphere onto which the matching occurs. Here P“e£ is the 
effective surface misorientation angle after taking the beam 
azimuth with respect to the Laue zone axis into account. This 
equation gives the same results as that derived by Pukite et 
al.[12-13] using kinematical theory. Here it is derived using 
dynamical theory. By using Equation (4.2), the polar plot
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shown in Fig.2 of reference [13] can be reproduced for the 
angular separation between the (200). and (200). spots versus 
the incidence azimuth angle for a fixed incident angle of 
Gi—GSmRad. Although it seems obvious that the dynamical and 
kinematical theories should lead to the same spot position, 
in fact, this is not true for the transmission diffraction 
through a wedge crystal. In fact, in transmission the spot 
positions are actually different since they reflect the 
dispersion structure rather than simply the wedge angle as 
predicted by kinematical theory. It should be noted that in 
the dispersion surface analysis, the additional spots are not 
a consequence of the additional surface potential due to the 
steps as might be thought, but instead are due to the boundary 
conditions.

>

4.2.3. Numerical results
Numerical results were calculated using the Bloch wave 

diagonalization method described in detail in Chapter II [19- 
20] . The presence of a vicinal surface was included in the 
calculations by using a surface cut at an angle to the zone 
axis of the crystal. It should be noted that this ignores any 
effects due to the surface relaxations around steps and only 
includes single atomic steps.
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To show the effect of an inclined surface, Fig.4.4(a) 

shows a simulated RHEED pattern from a perfect GaAs (001) 
surface for lOOkeV electrons with the beam azimuth along (010) 
and a glancing angle of 2.4° without any absorption. In the 
calculation, only the zero Laue zone is included, so that only 
a single semicircular pattern corresponding to the zero Laue 
zone occurs. Fig.4.4(b) shows a y-modulated presentation of 
the same data as that in Fig.4.4(a) which shows just single 
peaks. In this and all the other subsequent y-modulation 
graphs, the finite width of the diffracted beams is due to the 
numerical process rather than being a true effect, although 
a natural width is expected in experiments. Some very fine 
splitting of the peaks is due to the numerical interpolation. 
The scale is saturated so that the weaker peaks can be more 
readily seen. Because there is no misorientation of the top 
surface, there is no splitting. For comparison, Fig.4.5 shows 
the results for the same relative orientation but with a 
vicinal surface with the angle 2.5° off (010). Spot splitting 
occurs because of the surface misorientation, and the spots 
are also slightly streaked normal to the surface. The pattern 
changes from a semicircle to an intensity distribution in two 
dimensions. It should be noted that the intensities of some 
of the satellite spots are so low that they are not apparent
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in the figures. The pattern also shows that each reciprocal 
rod has two strong spots i.e. doublets in diffraction patterns 
which is consistent with experimental results [10,12-13].

Equation (4.2) also indicates that the spacing between
the spots increases as the incident angle is reduced. This is
demonstrated in Fig.4. 6 which shows y-modulated images for the 
same conditions as Fig.4.4 except that the incident angle in 
Fig.4.6(a) is 1.5°, and in Fig.4.6(b) 2.9°. The variation in 
the spot splitting is quite obvious.

The separation of the spots decreases with the surface 
misorientation angle until the misorientation angle disappears 
and the surface becomes a flat surface and then the separated 
spots overlap with each other [17]. The beam azimuth changes
the effective misorientation angle i.e. the further off the
zone axis, the smaller the effective misorientation angle as 
observed experimentally [10,12-13] . To demonstrate this point, 
Fig.4.7 (a) and (b) show y-modulated images for the same 
diffraction conditions as Fig.4.6(a) and (b) respectively, but 
with an azimuthal angle of 1°. The spacing between the spots 
in Fig.4.7 (a) and 4.7(b) is obviously smaller than that in 
Fig.4.6(a) and (b).

Calculated results for the Pt (111) surface on the [211] 
zone show the ratio of the specularly reflected beam to the
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(333)3 beam as a function of different azimuth for a fixed 
surface misorientation angle. The results for no absorption 
and 10% absorption are presented in Fig.4.8. The Ft (111)
surface is believed to have very small or even no surface
reconstruction and is therefore a good test case. There are 
two obvious features in Fig.4.8(a) : 1) the intensity ratio for 
no absorption is generally lower than that with 10% 
absorption, which means that absorption reduces both the total 
diffraction intensity and the relative satellite spot
intensities; 2) the intensity ratio is lowest at the zero 
azimuthal angle both with and without absorption. The
variation of the intensity ratio about the zero azimuthal 
angle is possibly related to surface resonance, although this 
merits further exploration. Fig.4.9 shows a graph of the same 
ratio as a function of the incident beam angle for the zero 
azimuthal angle with a fixed misorientation angle and no 
absorption. The curve shows that the intensity ratio increases 
sharply when the incidence angle is close to zero, which means 
that the satellite spots can barely be observed at small 
angles.

4.2.4. Interim summary
The results obtained are encouraging in terms of
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understanding spot splitting effects and there is good 
agreement between calculated results and experimental 
observations [10,12-13,15-16]. However, one should acknowledge 
that some surface phenomena are not included in the above 
calculations. First, only regularly distributed surface steps 
were discussed, and there will quite often be irregularly 
distributed steps on any given surface. The effect of 
irregularly distributed steps on the diffraction pattern is 
hard to analyze theoretically, but to first order should be 
equivalent to an incoherent sum of different stepped surfaces, 
summed over the probability of finding in any given micro­
region a given step separation. This will lead to streaks in 
the diffraction patterns normal to the surface. Secondly, any 
effects due to surface relaxations or strain fields around 
steps have not been included. In principle, there can be a 
relaxation of the surface stress around a step which can lead 
to atomic displacements, which we can consider as a strain 
field. The presence of such a strain field will alter the 
diffraction to a small but significant extent. In addition, 
there will also be an effect due to the differences between 
the potential cut off at the surface which is used here and 
a potential which is allowed to slowly decay into the vacuum. 
However, it should be noted that some preliminary calculations
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[21] indicate that this has only a minor effect on the 
diffraction pattern intensities. This is understandable since 
high energy electron diffraction is only really sensitive to 
the core potential, not the weak interatomic potential or 
surface potential. Finally, the images of steps as obtained 
in RHEEM images have not been considered. In principle, these 
can be calculated from the current Bloch wave approach, but 
the long range strain field around a surface step may 
contribute substantially to the image contrast, which is 
difficult to take into account in the Bloch wave approach. In 
general, the theoretical development gives a clear dynamical 
method of understanding spot splitting and related phenomena 
in RHEED, although its application to real experimental 
surfaces remains to be tested.

4.3. Extinction distance in reflection
Although the extinction distance is well understood and 

explained in transmission, it has not been done yet in 
reflection. The extinction distance is defined as the 
periodicity of the intensity oscillation of one particular 
beam in a crystal in THEEM [21]. These intensity oscillations 
are due to the interference of two or more Bloch waves with 
different k,. In the crystal, each diffracted beam (g) is
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composed of a series of the Bloch waves which are
characterized by wave vectors k„,j)+g. (j=l,2..... N) in the
direction of wave propagation (z axis). The superposition of 
these waves will result in the intensity oscillations in the 
z direction. This can be readily seen in Pig.3.4(i-vii). The 
amplitude-thickness curves of different diffracted beams in 
Fig.3.4 shows that the extinction distance for gold at lOOkeV 
is about 50A. This is because the difference between the 
central beam and the diffracted beams is only a constant 
phase; 27tg,z. In the Bloch wave calculations for both 
transmission and reflection cases, the difference between 
eigenvalues kOI<3) is usually not larger than several reciprocal 
angstrom. They are small for transmission compared to 
reflection. Therefore, it is expected that the periodicities 
of the beam intensity oscillations in reflection are much 
smaller than that in transmission.

Since the intensity of the central beam usually is much 
stronger than that of diffracted beams, the total charge 
density oscillation in the direction of electron wave should 
be consistent with the oscillation of central beam. This makes 
the observations of extinction phenomena in real space 
possible.

For the case of multiple waves, it is difficult to derive
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an analytical formulation for the periodicity. It is possible 
to make a two-beam approximation to estimate the periodicity, 
when the amplitude of one or two waves greatly surpasses that 
of other waves, for both transmission and reflection cases. 

Equation (2.13) can be rearranged as:
V  (E) =2y^2^eaep [i2it (k^+2^) . r^] x

X J£(3)Ca(3)exp[-2jik1.<3)z] exp[i2jc(k„<3,+g,) z] (4.4)
Then,

|(J)al2=|EjY3{J,exp[i2jck„(j,z] |2 (4.5)
where

Ya‘3,=£<3,Cal3,exp[-2jEk1,(3>. z] (4 . 6)
(4.5) can be expressed more explicitly as the following [22]:

I ijJj^expt-t/^') (l-sin2psin2x) (4.7)
|<j)5|2=exp(-t/£a/) sin2psin2x (4.8)

where x =  [tcosec (p/2^) ] +i [tsin ( P / ^ 7 ) ], cotanp=w=^sa, 
^=Ua/Kcos9a, ^  =U„' /Kcos0o and ^ = 0 ^ /Kcos0a.
It should be pointed out that all arguments and 

derivations for the two-beam approximation in transmission 
case [21-22] are valid for reflection and the only difference 
is due to the geometrical interpretation of various 
parameters. From Equation (4.8), it can be seen that the 
intensities of both the transmitted and diffracted beams
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oscillate with a periodicity given by t^jr!^, if the exact 
Bragg condition is satisfied (p=x/2, w=0). If the high energy 
approximation or small angle approximation is employed (i.e. 
0o=0a=0B) with an incidence angle of O^lOmRad, the estimated 
oscillation periodicity for GaAs (010) zone is:

2n£=Kcos0a/Ua
=15 A (4.9)

This has been demonstrated in numerical results 
calculated for the multiple-beam case, which are shown in 
Fig.4.9. Fig.4.9 shows nine pictures of simulated Bloch wave 
current density images in the crystal with different incident 
angles from GaAs (001) surface. The incident energy as before 
is lOOkeV, and 0J. is the incident angle. The picture is in the 
plane perpendicular to the y axis i.e. the [010] zone axis. 
The size of each picture is nine unit cells by nine unit cell 
i.e. 50.57 by 50.57 in angstroms. Pictures (a)-(c) are the 
results without absorption. For absorption, the potential with 
the usual phenomenological treatment of absorption is adopted. 
Pictures (d)-(f) show the results with the imaginary part 
equal 1% of the real part of the potential and pictures (g)- 
(i) show the results with the imaginary part equal to 10% of 
the real part of the potential. Pictures (d)-(i) clearly show
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the intensity decaying in the bulk along the z direction 
resulting from absorption, while the same intensity 
oscillation periodicity occurs in the case of 1%. In the case 
of 10%, the intensity decay is so quick that the oscillation 
has no room to emerge. This indicates that the Bloch waves in 
GaAs for low incident angle have significant intensity in the 
rang of 10-15A for 10% case. The intensity oscillation 
periodicities for the three incidence angles shown in Fig.4.9 
are about 8—25A. For B^lOmRad, it is about 13A. This is quite 
close to the analytical analysis of the two-beam 
approximation. Fig.4.10 shows the y-modulated density images 
for 9t=8mRad for different absorption.

4.4. Surface resonance in electron reflection

4.4.1. Historic review
Surface resonance is a big topic in electron reflection 

and a vast amount of literature can be found on it. Initially, 
surface resonance referred to a pure experimental observation 
of intensity enhancement of reflected beams in RHEED. Later 
on, it was also observed in LEED and various theoretical 
explanations were proposed. However, up to now there is no 
conclusive and convincing theory available to explain the 
nature of the phenomenon. The corresponding phenomenon in X-
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ray reflection has never been reported. Is it only limited to 
electron reflection? If this is true, why? What is the real 
physical background behind this commonly observed phenomenon? 
All these questions merit further exploration. What are done 
here is to review the history of studies on this phenomenon 
and contribute a little more to the literature based upon a 
Bloch wave analysis.

An intensity enhancement in RHEED was first observed and 
reported as "second kind of intensity anomaly" by Kikuchi et 
al. in 1933 [10]. The "first kind of intensity anomaly" was 
the spot splitting which was discussed in Section 4.2. The 
"second kind of intensity anomaly” was confirmed in RHEED 
experiments by Miyake et al. in 1954 [23]. The nature of the 
phenomenon was that the intensity of the specular reflection 
is enhanced when the spot crosses a Kikuchi line having an 
oblique angle to the crystal surface. It was Miyake et al. who 
first tried to give a comprehensive dynamical explanation on 
the phenomenon based on the Bloch wave method. Miyake et al. 
made several important points on this issue, although the 
theoretical background of them were not clear (even now I 
still don't think they have been clarified).
i) The condition that the incident spot lies on one of the 
Kikuchi lines is the same as the condition for the Bragg
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reflection of the incident beam by the corresponding lattice 
plane. Therefore enhancement of the specular reflection can 
occur if the incident electrons suffer a Bragg reflection on 
a certain lattice plane when the boundary surface is a mirror 
plane of the crystal lattice.
ii) The enhancement is especially noticeable when the wave of 
the Bragg reflection in a side direction is expected to travel 
nearly parallel to the crystal surface. (This is the first 
mention of the possibility of a surface wave.)
iii) Though the enhancement of the specular reflection first 
came to attention by its coincidence with the Kikuchi lines, 
the role of the Kikuchi lines seems to indicate a geometrical 
relation between the incident electron beam and the crystal, 
and no more. (If the inelastic scattering is included, which 
may also be responsible for the phenomenon, this comment may 
not be true).
iv) The total reflection of the interior wave at the surface 
plays an important role in producing enhancement.
v) The proper choice of the wave points in reciprocal space 
is essential for solving the Bloch wave problem in the Bragg 
case.

All these points later were extended conceptually by 
various authors, although the real physical and analytical
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foundation of most of them has not been established.

The corresponding phenomenon in LEED was studied in a 
more systematic and rigorous way by McRae et al. in the 1960's 
and 1970's [24-30], The concept of "surface resonance" or 
"surface-state resonance" was first introduced to denote the 
intensity anomaly in low energy electron reflection 
diffraction. The LEED experiment was first done on the NaF and 
LiF (001) surface in a OHV chamber [25]. The authors measured 
the intensity curves vs. incidence energy at a fixed incidence 
angle, instead of the rocking curve, by changing the incidence 
glancing angle. The curves show the resonance peaks moving 
towards the lower energy side when the incidence angle 
increases. This indicates that resonance in LEED is correlated 
to the momentum normal to the surface, which is similar to the 
intensity anomaly observed in RHEED and explained by Miyake 
et al.. In RHEED, the Kikuchi lines indicate the geometrical 
condition for the resonance phenomena. At the same time, the 
authors observed a phenomena called resonance minima, one 
which has not been reported in RHEED, in which the intensity 
of the (00) beam always has a minimum associated with the 
emergence of a new beam [24]. It is interesting to point out 
that these phenomena were first predicted by the theory of 
LEED developed by the same authors [24]. Miyake and Hayakawa
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[11] in 1970 first attempted to relate the intensity anomaly 
in RHEED with the resonance effect in LEED, which wa3 mainly 
based on experimental observation in both low and high energy 
ranges. The authors concluded that these two effects are of 
essentially the same nature. Since then, the term "surface 
resonance” is widely accepted in the field of RHEED.

More recently, studies of the resonance effects in RHEED 
were carried out on Pt (111) surface by Marten et al.[31]. 
Combining the dynamical theory of RHEED developed by Maksym 
and Beeby [32] with the concept of surface bound state 
developed by McRae [30], the author raised a new term called 
monolayer resonance. He attributed the electron reflection 
enhancement anomaly to the scattering from and simultaneously 
channelling "inside" the topmost atom layer parallel to 
crystal surface before they are diffracted back into the 
specular beam.

Though these years, various terms referring to the 
reflections intensity enhancement have become popular in the 
fields of LEED and RHEED [33-34] , such as "surface state 
resonance", "surface bound state resonance", "monolayer 
resonance", "surface resonance". It seems that different 
people use them with different characters and understanding 
and these terms appear more often to denote an experimental
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fact rather than an unified, well established and convincing 
explanation of a physical process.

4.4.2. The origin of the concept of "surface resonance"
The concept of surface resonance in reflection originated 

from resonance scattering [35]. Scattering theory in quantum 
mechanics indicates that. when the phase shift of a partial 
wave in the scattered wave field is close to zero, the partial 
wave usually dominates the scattering and is said to be in 
"resonance" with the scattering potential. This happens when 
the energy of a particle with an angular momentum quantum 
number 1 approaches an energy level with the same angular 
momentum quantum number in the potential well. The physical 
significance of this is that an incident particle which has 
nearly the right energy to be bound by the potential tends to 
concentrate there and produce a large distortion in the wave 
function and hence a large amount of scattering. The above 
concept is easily extended to the field of electron-solid 
interaction, although an analytical solution of the extension 
has not yet been completed.

Another conceptional source for surface resonance is the 
resonance theory of nuclear reactions [36]. A simple 
introduction to the theory is given as the following. The wave
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function of a system of N+l particles consisting of one 
incidence particle plus N target particles can be described 
as:

Y(£o/£i,..... £,) =2iVi (r^rj..... £.)ui(£j (4.10)
where Yi is the wave function describing the state i of the 
target particles and r„ denotes the coordinate of the incident 
particle. If E is the energy of the whole system, we have the 
static Schrodinger equation for the system as:

Hip^Ey (4.11)
where

H=Bw(r1,ra r.) +T0+V(£„ r ^ ..... r„) (4.12)
H, is the Hamiltonian for the N particles of the target, T0 is 
the kinetic energy operator for variable r,,, and V is the 
potential energy of the incidence particle in the field of the 
target. The wave function \|rt satisfies:

(4.13)
i.e. the eigenstates of the target. Substituting (4.10) into 
(4.11) and employing the orthogonal properties of the set yt, 
we obtain:

(T.+Vu+el-E) u^-S^V^Uj (4.14)
and

Vlj(r„) = (V1/V>j;J) (4.15)
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If only coupling between the scattering channel of ground
state and the scattering channel of excitation channel is
considered, (4.14) can be simplified to the matrix form:

(To+V^-E) u0=-V0<& (4.16a)
(H-E) O=-V0+uo (4.16b)

where

u,
<£=

and the matrix operator H is defined by:

Hi^TAi+Vii+eA, U, j*0)
and

V = (Vo1,Vo2..... V,,.)
where

V.ol

V *oV

(4.17)

(4.18)

(4.19)

(4.20)

To obtain an equation for u0, we need to eliminate <&. Solving 
(4.16b), we obtain in terms of un:
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<fc=V0X  (E+-H) _1 (4.21)

Here, E+ is defined as:
E+=E+iT] (T|—>0+) . (4.22)

Then,
[To+V̂ +V,, (E+-H) _1V0+-E] uo=0 (4 . 23)

Now we have the effective potential:
Y=V00+V0 (E+-H) 'V0+ (4.24)

and u„ becomes one of eigenstates of Hamiltonian H=T0+V:
Hu0=Eu0 (4.25)

In general, the spectrum of H will consist of a discrete part 
and a continuum. Let the eigenfunctions for the states in the 
discrete part be <J»n with eigenvalue 1̂,:

HOn= ^ n (4.26)
The eigenfunctions for the continuum states are <!>(£;' , a) where 
the eigenvalue is and a labels the various states having a 
common variable :

HO(^,a)=^<I>(^,a) (4.27)
It is the discrete state which is responsible for the 
resonance. For the weak coupling limit, we have:

Vij=0
Then H becomes diagonal so that ^  are of the form:



where ti* satisfies a simple Schrodinger equation:
(T^V^) u ^ -  (e*- )̂ u** (4.28)

It should be pointed out that u^ is different from u* 
completely. It is a bound state of the incidence particle when 
it moves into the field of an target at excited state if i^O. 
Then V can be expressed in terms of <X>S and as the
following:

v01 <&nx 0 01 vc+ oo vD | <& (S', a) x<Z» {$', a) | v0+
V=2,----------- + f daf d ^ -----------------------  (4.29)

E-^ 0 E+-£'
The resonance for the particle-target interaction occurs when
E is close to one of In other words, the resonance will
occur at the energies for which a particle in the absence of
coupling with the incident channel could be in a stationary
bound state in the field of target particles in an excited
state. For the experiment, E is usually adjustable by changing
the kinetic energy of incidence particle T0. Under this
condition, the effective potential is dominated by the nth
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term in it:

V„|<frnX<I*a|V0+
V=Un+-----------  (4.30)

E-^
Physically, the bigger the effective potential V in H, the 
stronger the scattering in the entrance channel. u„ (u(rj) 
represents the amplitude of scattering in entrance channel.

The resonance theory for nuclear reaction presented here 
seems ready to explain similar phenomena in other particle 
system such as electron-solid interaction. However, the 
analogy can not be made so easily. In the case of high energy 
reflection, the kinetic energy of the incident electron is 
much higher than crystal potential. In other words, the 
scattered incident electron in the crystal can not stay in the
electronic bound states of the crystal. This is quite

>

different from the nuclear reaction in which nuclear potential 
field is very strong. This means that bound electronic states 
are not involved in elastic diffraction processes. In 
addition, the experimental results show that the condition of 
electron surface resonance is only related to the normal 
component of the momentum of incident electrons instead of 
their whole kinetic energy. These two facts apparently can not 
be directly included in the above theory.
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4.4.3. The first McRae theory of surface resonance in LEED

The key points of the McRae's theory [24-25] are:
i) Introduction of the concept of effective wave field to 
solve the Schrodinger equation in integral form. The author 
defined the total wave field \}f(R) as the sum of the primary 
field and the field emitted by all of the atoms, while the 
effective field (R) incident on a given atom is the sum of 
the primary field and the field emitted by all of the atoms 
other than the given atom. This is an analogy to the Onsager 
model of dipole-dielectric medium interaction in dielectric 
theory [37].

Y(R)=exp[i2jtK.R]-X.. J exp[i2jtK|R-R' |] (4|R-R' | )'lx
T(R' ,RJ V“(R' )dR' (4.31)

ii) Expanding the effective wave field into the form:
Xji*(r, z) =<J>*(r, z)exp[i2nk.rj (4.32)

where, r is parallel to the surface and k is the surface 
projection of the wave vector of the primary wave K.
iii) After introducing the effective atomic-scattering factor 
(f), an important expression for total wave is:

¥  (5) =exp [ i2 JiK. R] + (i2x/A) X*Re [F (K/-K) /KJ exp [127^. R] (4.33) 
where F is effective atomic scattering factor.
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1^= (K2- | k+v | 2)1/2 (4.34)
K/ is a propagation vector whose surface and surface-normal 
projections are respectively k+v and -K,.. An important 
character of K," is that it satisfies the following relations:

|KJ2=K2 (4.35)
Kr.-k+y (4.36)

They are valid for the wave far away from the crystal and
under this condition they are nothing but the law of energy 
conservation and the law of momentum conservation on the 
boundary. For the wave in the crystal, (4.34) is no longer 
valid, because the crystal potential must be taken into
account. The amplitude of the reflection coefficient for the 
beam designated by the reciprocal vector parallel to the 
surface is:

C ^ f i / K J F ^ K )  (4.37)
iv) For a fixed incidence angle, |CT|2 can be plotted as a 
function incidence energy i.e. a function of 1̂ . The
reflectivity peaks on the plot corresponds to the resonance 
phenomena. For a simple ideal model of a 2-D crystal 
consisting of isotropic atomic scatters with one atom in each 
unit cell, the amplitude reflection coefficients are:



C^l/AKJKJ
CT= (i/AKJ (|)f (4.38)

and the reduced effective field is:
A| Krl /2jtf K<|k+y|

<(>= (4.39)
-A|Kj/2jtf K>|k+v|

When |K|-*|k+v| i.e. K,—>0, —>0, and C„, CT—*». As K pass through
any threshold value |k+y|, which is equivalent to the
condition for the spot in RHEED crossing a Kikuchi Line, the
reduced effective field goes to zero and suffers a phase
change of (1/2)%, and reflectivity of both specular beam and
Bragg diffracted beam (C„ and CT) are enhanced greatly.
According to the above analytical analysis, the physical
meaning of surface resonance in LEED can be interpreted as
that, at the resonance condition, a electron wave can
propagate in the layer in phase with the atoms, which means
that the contribution to reduced effective field of an atom
due to all the other atoms in layer, is in phase. Then the
balance between the field emitted by each atom and the
effective field incident on it can only be maintained if the
effective field is zero, otherwise it will result in infinite
wave field. This in-phase mechanism simultaneously enhances
the reflected wave greatly.
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There is one point on which the above theory contradicts 

the conventional Bloch wave approach. According to the Bloch 
wave analysis, the surface normal component of wave vectors 
in the crystal do not obey the relation KV=(K2-|k+v|a)I/a,
because the kinetic energy of electron in a crystal is not
conserved. This is due to the fact that the theory considers 
the crystal as one consisting of a series of 2-D atomic planes 
without thickness. This may work for LEED. But it is
apparently questionable for high energy case, because the 
diffraction is basically three dimensional in RHEED and the 
normal component of incidence wave vector is modulated by the 
crystal potential, which varies along the inward normal
direction. The interpretation of zero effective wave field at 
the resonance condition is not very clear from a physical 
point of view. Another disadvantage of the theory is that the 
math conceals physics— the mathematics appears too complicated 
to explore the physics behind them.

4.4.4. The second McRae theory of surface resonance in LEED
In 1970's, McRae started a new approach to interpreting 

electron surface resonance in LEED, which is directly 
analogous to the resonance theory of nuclear reaction 
discussed in Section 4.4.2. The main point of the theory is
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the following: electrons incident on a crystal surface can be 
temporarily trapped in surface states at an energy level above 
the vacuum level. These states are temporary stationary 
surface states which are observed as narrow fluctuations of 
elastic scattering intensity with respect to variation of 
electron energy and incidence direction.

With a 2-D free electron approximation, the behavior of 
incident electron in the plane parallel to the surface is 
considered as nearly free electron and that in the direction 
normal to the surface is governed by the laterally averaged 
potential:

where A denotes unit area on the surface. Then the bound 
surface states for U„(z) are given:

where \j/„(z) is the nth surface-state solution of the 
Schrodinger equation for the potential in (4.40). The 
forbidden gaps derived from 0o(z) have the effect of confining 
electrons in the surface region of the crystal. The plane 
factor of (4.41) represents free-electron motion parallel to 
the surface, where q denotes a vector of the reciprocal net

(4.40)

|na)=\|f0(z)exp[i2jc(ki+g) .r] n=l,2 (4.41)
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of the surface and k denotes the momentum in the plane 
parallel to the crystal surface. The electron energies 
corresponding to the bound surface states in (4.41) are:

Eoa(ka)=e11+E_a(kii) (4.42)
where en denotes the energy eigenvalue corresponding to \|fn in
(4.41) and:

E^(Jc<) = (l/2)\k+z\2 (4.43)
The beam threshold function E^k) for different g values 
defines a surface band structure for a 2-D crystal, for 
tJ„ (z) —>const. . For U„ (z) ?tconst., the surface band structure for 
a given level n is displaced to lower energy level by a fixed 
amount equal to the binding energy en. The typical values of 
the binding energy en of an level with n=l is 0.5-3eV. This 
number indicates that the 2-D free electron approximation may 
not be valid in RHEED, because the energy component normal to 
the surface for the Bragg beams in RHEED is usually -eV. The 
trapping of incident electrons caused by the surface states 
with energy level en doesn't seem to happen to most Bragg 
beams in high energy case since a large part of the reflected 
electrons can not stay on those states. However, this argument 
is still valid for the wave nearly parallel to the surface, 
the "surface wave" or "the Bragg reflection in a side
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direction" by Miyake et al. [2],

In general, resonance scattering denotes the capture of 
an incident particle by a temporary and virtual energy state 
of the target or a compound state formed by target and the 
incident particle. A given compound state can generally decay 
by several channels which are characterized individually by 
the final quantum states of the target and the scattered 
particles. Resonance scattering is considered to occur with 
appreciable probability only in a narrow range of incidence 
energy and momentum characteristic of the compound state which 
is expressed by <4.41). The coherent superposition of the 
resonance and direct contribution to the scattering amplitude 
results in a fluctuation of scattering, whose probability 
varies relatively slowly with respect to the incidence 
condition, and whose intensity is centered at values of 
incidence energy and momentum for which the magnitude of the 
resonance contribution is at a maximum. But the theory dose 
not explain how the coherency can be attained.

By analogy to (4.30), when ^  in (4.30) is taken as the 
surface state energy expressed by (4.42), we have:

V J 0 nXd)jVo+
V=Un+-----------  (4.44)

E-E^-en
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When the incident energy E is close to Ê +e,,, the effective 

potential V and H increases. The larger the effective 
potential of H, the stronger the scattering in the entrance 
channel.

These are the basic ideas of the second theory of the 
electron surface resonance by McRae. Although the theory 
apparently has made quite successful analogy between the 
resonance phenomena in nuclear reaction and electron surface 
resonance by introducing 2-D free electron description and to 
some extent indicated its correlation with the Bloch wave 
approach [11,23,31], it is still a qualitative theoretical 
speculation rather than a systematic and quantitative theory 
of electron surface resonance.

With the 2-D free electron approximation, the bound 
surface states described by (4.41) are characterized by the 
1-D potential described by (4.40) and only associate with the 
transverse energy of incidence electrons. The bound states are 
generally the states with zero current flow or zero group 
velocity and pure imaginary k vector for the dispersion 
relation (E-k relation)[36]. This means that these states are 
not different from the evanescent Bloch states in the Bloch 
wave method. They are just different ways of interpreting on 
the same phenomenon. However, in Section 4.4.5, it will be
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shown that the analyses of both evanescent and non-evanescent 
Bloch states together with the internal and external electron 
reflectivity still does not complete the story of surface 
resonance.

4.4.5. Surface resonance in RHEED by a Bloch wave analysis
Using the Bloch wave method to analyze surface resonance 

was first attempted by Miyake et al. [23] and Kohra et al. 
[38]. However, the numerical calculation was carried out only 
for four-beam case and the analytical formalism for the 
determination of wave point3 was not given. Later on, Britze 
et al. [39] used the Bloch wave method for the general n-beam 
case developed by Colella [40] and Moon [41] to calculate the 
rocking curve of the specular beam for a Si(001) surface for 
lOkeV electron. The authors applied the WKB method to the 
surface potential treatment and both measured and calculated 
the resonance peaks. The agreement between the experiment and 
theory was claimed to be reached to certain extent. 
Nevertheless, the limitation of the method as discussed in 
Chapter II was not overcome.

The Bloch wave method in the Bragg case developed in 
Chapter II and verified through the investigation of the 
consistency between the Bloch wave approach and multislice
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iterations in Chapter III is applied here for the analysis of 
the surface resonance.

Equation (2.45) shows that when the surface normal n is 
tangential to the dispersion sphere Sx (Fig.2.1) and k^' 
becomes zero, the corresponding wave branch will propagate 
along the surface without decaying, which was called "the 
Bragg wave in a side direction" and later "surface wave " by 
Miyake et al.[11,23]. When kg/=0, we have:

kg and Ea are nothing but emergence threshold momentum and 
energy for the particular Bragg beam g.

It was claimed by Miyake et al. that the occurrence of 
the surface wave in RHEED is always accompanied with the 
anomalous enhancement, which later on was concluded to be the 
same as the surface resonance phenomena in LEED by Miyake et 
al.. Nevertheless, so far, these conclusions are still not 
very much beyond theoretical speculations, rather than the 
results of a systematic theory and convincing and quantitative 
experimental observation.

First, the correlation between the existence of "surface 
wave" i.e. the Bragg beam with threshold momentum and energy

(4.45)

(4.46)
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and coincidence between the Kikuchi line and specular beam can 
be proved analytically using the boundary conditions expressed 
in (4.45) and (4.46) . When the component normal to the surface 
of the wave vector of an outgoing Bragg reflection beam kg' 
equals zero (kg,'=0), which means either the Bragg reflection 
beam propagates along the surface or the beam has the
emergence threshold momentum and energy, we obtain:

Xe2~g/-2g*X* (4.47)
where only the zero Laue zone is considered i.e. gy~0 in the 
coordination set-up shown in Fig.2.1.

The Bragg incidence condition simply means that the
projection of the incident wave vector on the Laue zone plane 
is a reciprocal lattice vector. Then, we have:

x,=g«p; Xx=g*p (4.48)
substituting (4.48) into (4.47):

gepa=g,2-2gseg/ (4.49)
where superscript p denotes an arbitrary reciprocal lattice 
vector. Equation (4.49) is the condition which the incident 
beam must satisfy for ^'=0, where g denotes one of excited 
reciprocal lattice rod in the zero Laue zone. The RHEED 
pattern shown in Fig. 7 (Miyake and Hayakawa) [11] gives a good 
experimental example. If the pattern is transformed to the 
coordination used in Fig.2.1, the x axis is along the [Oil]
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direction and the surface normal [Oil] is along the z axis. 
Then we obtain:

gxp=0; g.p=g0M (4.50)
Therefore, when gx=g0gS or gx=g066, ^'=0. In other words, the 
two spots gos* and g06S are excited as surface waves, although 
they do not occur on the diffraction pattern because of 
defects and absorption of the surface. The picture shows that 
the intensity enhancement of the specular spot occurs when it 
overlaps with the lattice point {gx, g«) = (0,g0<6) .

Secondly, it can be shown that the condition ^'=0 is 
also consistent with the condition for the resonance effects 
in LEED given by McRae [24-25]. The vectors in (4.34) can be 
converted into the form currently used as the following:

K=X (4.51)

o-XyXo (4.52)
x=g*2L+gy:Zo (4.53)

Substituting (4.51-4.53) into Equation (4.34), we obtain:
X.2=g»2-2gJC.-gy2+2gyXy (4 . 54)

If only the zero Laue zone is considered (gy=0), (4.54) is
reduced to (4.47).

Mathematically, when the condition ̂ ' = 0  is satisfied for 
the particular Bragg incident angle, the rows in matrix A in 
Equation (2.55) corresponding to particular lattice parameters
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3 will become infinite. Thi3 means that the mathematical 
treatment shown in Equations (2.51)-(2.54) does not work. 
However, the equations still have solution if the two sides 
of Equation (2.53), (2.54) are not divided by Xa~9B+s3I ) •
Nevertheless, this special mathematical condition may give an 
interpretation of the intensity enhancement, at least 
partially.

From a Bloch-wave viewpoint, there are in fact two 
different effects which occur near the resonance condition 
k^'^O and lead to changes in the net reflectivity. It should 
be mentioned that reflectivity is a powerful concept since 
there is conservation of the net current flow. These two 
effects correspond to total internal reflection of Bloch waves 
or total external reflection of diffracted waves. It should 
be noted that for electrons, a solid is polyrefringent since 
the current flow S for each Bloch wave leads to a different 
refractive index, and we have n diffracted waves, so we can 
expect a large number of internal/external reflection 
conditions. Analysis based solely upon total internal 
reflection due to the mean inner potential i3 not adequate 
since reflection is determined by the behavior of S, not the 
wave vector. The two effects will be discussed with reference 
to Fig. 4 .11-4 .15 which show respectively the rocking curve for
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the reflected wave, the total reflectivity, the wave vector 
of some of the reflected waves, the real and imaginary and the 
current flows of the two major Bloch waves, all for GaAs near 
the [010] zone.

The rocking curves from GaAs (001) surface at lOOkeV 
incident energy with and without absorption are shown in 
Fig.4.11. The absorption treatment is the same as that given 
previously. The shape of the two curves with absorption is 
slightly lower than that without absorption. Totally 49 beams 
are included. 0t is the incident angle between the electron 
beam and surface and I the intensity of specular spot. The 
azimuth of incident beam is along the direction of [010]. The 
intensity is presented in a relative scale, in which the 
intensity is taken as unity for GaAs near to a [110] zone.

The first effect is the total reflection of a particular 
diffracted wave which changes from an escaping plane wave to 
a trapped evanescent wave on the outside of the surface. This 
occurs when the condition ^'=0 is satisfied for the 
particular Bragg incident angle, which can be seen by 
comparing Fig.4.11, 4.12, 4.13. There are peaks in both the 
intensity of specularly reflected beam and the total 
reflectivity at the condition where a reflected beam is 
transiting from evanescent to escaping, i.e. has a zero
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imaginary component, although, there are not the strongest 
features in Fig. 4.11 and 4.12.

The second effect i3 that when some of the Bloch waves 
within the crystal change from propagating into the crystal 
to being evanescent in character, total internal reflection 
of Bloch waves occurs. This occurs in the region where the 
normal to the Ewald sphere i3 in the "band gap" between the 
Bloch-wave dispersion surfaces. Since an evanescent wave has 
S.=0 (for the case without absorption, conservation of current 
indicates that this should lead to a maximum in the 
reflectivity) . This can be seen by comparing Fig.4.14 and 4.15 
with the total reflectivity in Fig.4.12, for instance, the 
zero in the current flow in Fig.4.14(a) at about 18.5mRad and 
the corresponding peak in Fig.4.12.

Although the above arguments provide some rationalization 
for the various peaks in the net reflectivity, they do not 
give a complete explanation. This indicates that the idea that 
total internal and external reflection is responsible for the 
intensity maxima— surface resonance is not sufficient. It is 
apparent from the curves showing the excitations of the 
different Bloch waves as a function of angle that there are 
very large variations in these which are due to the boundary 
conditions rather than simply to changes in S arising from
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variations in the real and imaginary components of the wave 
vectors. For instance, the maximum in the total reflectivity 
at about 23.5mRad correlates well with the zero excitation of 
the Bloch wave shown in Fig. 14(b). From this, it can be 
concluded that although resonance effects based upon total 
internal and external reflection are important, they do not 
explain all the intensity variation and many of these must be 
due to some combination of the boundary conditions and the 
changing character of the Bloch waves.

4.4.6. Interim summary
One can see that tremendous and enduring efforts have 

already been made to understand the phenomena of surface 
resonance "intensity enhancement anomaly" in electron 
reflection— in both high and low energy cases. The major steps 
can be listed as the following according to a time series:
i) Kikuchi, S. and Nakagawa, S. (1933) [10]

The first observation of "intensity enhancement anomaly" 
in RHEED
ii) Miyake, S. and Kohra, K. and Takagi, K. (1954) [23]

The first Bloch wave analysis of the phenomena of 
"intensity enhancement anomaly" and "surface wave" in RHEED.
iii) Kohra, K., Moliere, K., Nakano, S. and Ariyama, M. (1962)
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[38]

The first numerical Bloch wave analysis of the phenomena 
for a four-beam case.
iv) McRae, E. G. (1966, 1967) [24-25]

The first McRae7 s theory on the surface resonance 
phenomena in LEED.
v) Miyake, S. and Hayakawa, K. (1970) [11]

Unified the understanding of "intensity enhancement 
anomaly" in RHEED with the explanation on "surface resonance" 
in LEED. Since then, "electron surface resonance" ha3 become 
a widely accepted term referring intensity variation anomaly 
in both low and high energy electron reflections.
vi) McRae, E. G. (1976, 1978) [27-28]

The second McRae's theory on surface resonance phenomena 
in LEED.
vii) Britze, K. and Meyer-Ehmsen, G. (1978) [39]

Calculating the rocking curves in RHEED by using the
Bloch wave method for the general n-beam case developed by 
Colella and Moon [41-42] and introducing the WKB method for 
the surface potential.
viii) Marten, H. and Meyer-Ehmsen, G. (1985) [31]

Raised the concept of "monolayer surface resonance" by 
using a multislice approach (slices set to be parallel to the
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surface) developed by Maksym, P. A. and Beeby, J. L. [32].
ix) Peng, L. M. and Cowley, J. M. (1988) [42]

Studied the "electron surface resonance" by using a 
xnultislice approach (slices set to be perpendicular to the 
surface) developed by Cowley, L. M. and Moodie, A. P. [43].
x) Ma, Y. and Marks, L. D. (1989) [20]

Using the newly developed Bloch wave method and the 
concepts of current flow and internal and external reflection 
to explain the physics of "electron surface resonance".

However, all these efforts have not finished the story 
of "surface resonance". On the contrary, they seem to make 
more stories from the story. It is apparent that a systematic, 
convincing and self-consistent theory on "electron surface 
resonance" valid for both low and high energy electron 
reflection has not yet come. It should be noted that all 
above-mentioned approaches, except the second McRae's theory 
(vi), use elastic scattering theory. The fact is that the 
inelastic scattering process may also play an important role 
in 'electron surface resonance'. However, the difficulty and 
stagnation in the development of inelastic diffraction theory 
is well known and the theoretical development of a combination 
of electron diffraction and electron energy loss spectroscopy 
(EEL) is very slow. But the true understanding of "electron
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surface resonance" may well rely on the understanding in both 
lelastic and inelastic diffraction processes, electron 
spectroscopy (EEL, RHEEL) and the combination of them.
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if AC
(a) (b)

Pig.4.1. Comparison of the experimental configurations that 
lead to spot splitting in (a) transmission high-energy 
electron diffraction (THEED) and (b) reflection high-energy 
electron diffraction (RHEED).

(a) (b)

Pig.4.2. Illustration of Bloch wave matching using the 
dispersion surface for a crystal slab (a) and a wedged-3haped 
crystal (b) in THEED.



170

do

n , n° 0 j

(a) (b)

(c) (d)
Fig. 4.3. Illustration of Bloch wave matching for RHEED in (a), 
with the relative geometry of the beams with respect to the 
surface 3hown in (b). The specular beam is the overlap of a 
series of outgoing waves from flat surface (c), while it is 
split into a series of satellites for vicinal aurface (d).
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Fig.4.4. Simulated RHEED patterns for a GaAs (001) surface with 
the incidence beam near to [010] and a glancing angle of 2.4° 
without any absorption: (a) diffraction pattern and (b) y-
modulated representation of the same.

Fig.4.5. Simulated RHEED patterns for a GaAs(001) surface for 
the same conditions as in Fig.4.4 but with a vicinal surface 
2.5° off (010) zone axis: (a) diffraction pattern and (b) y-
modulated representation of the same.
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Pig.4.6. Y-modulated RHEED patterns for the same conditions 
as for Fig.4.4, except for incident angles of 1.55° and 2.86° 
in (a) and (b), respectively.

Fig.4.7. Y-modulated RHEED patterns for the same conditions 
as in Fig.4.6(a) and (b), respectively, nith a change of the 
azimuthal angle to 1°.
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Fig.4.8. Plots of the ratio of tho intensity of the specular 
beam to the (333), beam as a function of azimuthal angle for 
a fixed incidence angle (a) and as a function of the incident 
glancing angle for a fixed azimuthal angle.
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Fig. 4. 9. Intensity maps for GaAs Fig. 4.10. Y-modulated
crystal at different glancing angles, maps of the first row 
with different absorption, lOOkeV and in Fig.4.9, B^BmRad. 
the [OiO] azimuth.
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Fig.4.11. Specular rocking 
curves calculated for GaAs 
(001) surface with and without 
absorption for lOOkeV and the 
[010] azimuth.
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Fig.4.12, Total reflectivity 
as a function of incidence 
angle for the same conditions 
as in the Fig.4.11
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Fig. 4.13. Plots of the vacuum wave vectors as a function of 
incidence angle. When the curves are decreasing the wave 
vector is purely imaginary, and when the wave vector is 
increasing the value is fully real.
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Chapter V . Surface phenomena in RHEED and RHEEM 
by the BMCR method

5.1. Introduction
In the previous chapters, the Bloch wave solution in the 

Bragg case and the consistency between this solution and its 
propagation in multislice have been studied [1-2]. These have 
laid down a solid foundation for combining the different 
methods to work together and the method of "Bloch Wave + 
Multislice Combined for Reflection" (BMCR) has emerged as a 
new approach to electron reflection.

In this chapter, the primary results of simulating 
various surface phenomena i.e. the stationary solutions 
defective surface are presented using the BMCR method. I will 
describe simulations of the effects of surface reconstructions 
and adsorption on RHEED patterns. Simulations of surface steps 
and their effects on the wave field are analyzed numerically. 
The existence of the surface wave which is related to electron 
surface resonance phenomena is demonstrated. Finally, an 
infinitely convergent (convergence not limited by iteration 
thickness) true stationary solution for an arbitrary surface 
for HEER has been obtained by using a method which I called 
"the edge patching method" or "the EPMO method" (Edge Patching
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in the Multislice Only mode). A simple comparison between a 
simulated RHEED pattern and an experimental result i3 given.

5.2. Surface reconstruction and adsorption in RHEED
The observation of surface reconstructions and 

chemisorption by RHEED dates back to the I960'3. Sewell and 
Cohen [3] first reported observation of an oxygen-nickel 
structure on the nickel (001) and (111) surfaces by RHEED in 
1965. In the same year, Mitchell et al. [4] showed the 
existence of a 2x1 reconstruction on. the copper (001) surface 
in RHEED patterns. Later on, studies in this field 
intensified. Simmon et al. [5] carried out both LEED and RHEED 
studies of the absorption of oxygen on (100), (110) and (111) 
single crystal surfaces of copper, while Siegel et al.[6] 
developed a UHV RHEED camera for the study of surface 
absorption. Investigations on copper surfaces were also made 
by Trepte et al. [7], In the late 1970's, Ino's group [8-9] 
successfully used RHEED to study the reconstruction of the 
Si (111) surface. The patterns obtained were more detailed than 
any others. However, the analyses of these results were only 
kinematical, i.e. geometrical analyses of the spot positions.

In this section, results of dynamical simulations of 
surface reconstructions and adsorption in RHEED using the
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newly developed BMCR method are presented. Fig.5.1 shows the 
unit cell construction for the Bloch wave calculation (a) and 
the multislice (b) . The system used is fee gold and absorption 
is included by taking the imaginary potential as 10% of the 
real potential in both the Bloch wave and multislice 
calculations. The size of the unit cell is 8ax2a (a denotes 
the magnitude of primitive vector of conventional unit cell 
of gold). For the 2x1 reconstruction or adsorption, the y 
dimension of the unit cell needs to be two times larger. To 
satisfy the sampling theorem, the maximum x dimension of the 
unit cell is 8a when the maximum array size allowed in the 
program is used. This may result in more edge effects during 
the multislice because the x dimension of the unit cell is 
half that used in Chapter III. To reduce the edge effects, the 
surface is moved further towards the right in the unit cells 
indicated in both (a) and (b), which leaves more room for the 
reflected waves. This is feasible, because when the absorption 
is included, the rapid intensity decay in the crystal damps 
edge effects on the right. In the calculation, the surface is 
set at (3/4,0). The sampling array is 512x128. The 
coordination in the calculation is as follows: the z-axis
[001] is from the left to the right towards the crystal; the 
x-axis [100] down and the y-axis [010] inward normal to the
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page. The y-axis is along the direction of the incident wave. 
All calculations were performed for lOOkeV incident electrons.

For the 2x1 gold surface reconstruction, one gold atom 
is placed on the site indicated in (b) for each of the four 
slices. For a 2x1 oxygen chemisorbed surface, the gold atom 
was replaced by an oxygen atom. The first 50-100 slices are 
for the simulation of flat surface to make the incident or 
trial wave function closer to the true solution for a free 
surfjace with a surface potential.

Fig.5.2 shows the outputs of wave fields for the 2x1 gold 
reconstruction in (i) and 2x1 oxygen adsorption (ii) . The 
total thickness from a to 1 is 607.5A. The thickness 
difference between any two nearest slices is 50A and the
incidence angle is 30mRad. The first slice is the solution of

*the Bloch wave calculation. As expected, the figure shows that 
the wave disturbance for the 2x1 gold reconstruction is much 
stronger than that for the case of 2x1 oxygen adsorption, 
because gold is a stronger scatter. The incident wave starts 
to be scattered by the surface at the third slice. In the 
subsequent slices, the incident wave appears to be scattered 
into the lower atom position, even though there is no atom on 
that site. This is clearer when the incident wave is excluded 
and only the Bragg reflected waves are presented, as shown in
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Fig.5.3. The slices in Fig.5.3 correspond one-to-one to the 
outputs in Fig.5.2. The size of each slice in Fig.5.3 is 
4ax2a. Each slice in Fig.5.3 extends from the surface into the 
vacuum (from right to left) a distance of 16.2A as indicated 
in the figure.

The edge effects in Fig.5.2 appear quite serious because 
the size of unit cell is limited by the sampling array and the 
incidence edge has already moved into the surface. The 
reflected wave fields in slices i to 1 of Fig .5.3 show the 
same effects. This still will erode the accuracy of the 
numerical investigation in the Bragg reflected wave fields 
and the calculation would lose reliability when the incident 
edge completely moves into the crystal, because it is no 
longer a stationary solution.

Fig.5.4 (i) shows the Bragg reflected waves in reciprocal 
space i.e. the RHEED patterns excluding the incidence beam, 
in which each pattern corresponds to a slice in Fig.5.3(i) 
labeled with the same letter. Fig.5.4(ii) is a convergence 
analysis of 5.4{i), and Fig.5.5 corresponds to Fig.5.3.(ii). 
The convergence analyses for both 5.4 (i) and 5.5(i) show 
stability after 300A. One can also directly observe 
consistency between the patterns k and 1.

To display the patterns more clearly, Fig.5.6 shows the
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y-modulated images of (a) and (1) for both Fig. 5.4 (i) and 
5.5(i). There are a couple of points in Fig.5.6 to note:
i) the (01) and (01) forbidden spots emerge at 556.8A, because 
of the existence of 2x1 surface adatoms.
ii) 2x1 reconstruction spots occur between each two nearest 
Bragg spots.
iii) The intensities of the reconstruction spots for the 2x1 
gold reconstruction are noticeably stronger than that for 2x1 
oxygen adsorption.
iv) The intensities of (03) and (03) are noticeably stronger 
than (01) and (01) and the reconstruction spots.
v) The intensity of the specular spot for the 2x1 gold 
reconstruction (t=556.8A) declines significantly, compared to 
that for perfect flat surface (t=0), while the intensity of 
the specular spot for 2x1 oxygen adsorption (t=556.8A) does 
not change noticeably. This information can be directly 
subjected to experimental analysis.

5.3. Surface steps
Investigation of surface step distributions in real space 

can provide useful information with respect to crystal growth, 
evaporation, surface phase transformations and mechanical 
properties [10]. Single atomic steps have been observed in
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electron microscopes on various specimens prepared by 
different techniques [11-15]. Various surface phenomena 
correlating with surface steps have been intensively studied 
by both RHEEM and RHEED: e.g. surface phase transformations 
[11], step related surface dislocations [12], reverse contrast 
of steps with defocus [14].

Many different explanations have been proposed for the 
mechanism of step contrast. Cowley and Peng [16] considered 
steps as phase objects with phase contrast arising from the 
defocus, deviation from the Bragg condition and displacement 
of the objective aperture, while Turner and Cowley [17] 
suggested that a surface step can split the electron beam into 
Bragg-Bragg (BB) and Bragg-Laue (BL) beams and the 
interference between the two produce fringes along the step.

A  dynamical interpretation of step contrast was first 
attempted by Peng et al. [18] using the multislice approach. 
However, the calculations were performed without a clear 
indication of reaching a stationary solution. We now have more 
favorable conditions to perform simulations of surface steps.

Fig.5.7 shows the unit cell constructions of a step-up 
(a) and a step-down (b). The system in the calculation is fee 
gold, and absorption is included by taking the imaginary 
potential as 10% of the real potential in both the Bloch wave
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and multislice. The size of the unit cell is 16axla while the 
results are displayed as 8ax2a and the sampling array is 
1024x64. The coordination set-up is the same as that used in 
Section 2. The surface is also set at (3/4,0). For an atomic 
step-up, one row of gold atoms is added to the surface in each 
multislice iteration, while for an atomic step-down, one row 
of gold atoms is taken from the surface in each multislice 
iterations. The first 100 slices are used for the steady wave 
field in the crystal with surface potential. The remaining 500 
slices are inserted with steps.

Fig. 5. 8 and 5.9 show the results of the calculation with 
the surface steps included. The total thickness in each case 
is 607.5A and the thickness difference between output 3lices 
is 50A. Fig.5.8 shows the results for 25mRad incidence, while 
Fig.5.9 shows the results for 30mRad incidence for both step- 
up (a) and step-down (b). One of the most important features 
of these results is that the wave fields converge to the 
original stationary state after about 250A (from d to h), 
during which the wave fields are disturbed by the steps. The 
transition range of 200-250A both begins and ends with the 
stationary states. The results clearly indicate that the 
simulation of wave disturbance resulted from the steps has not 
been seriously affected by the incoming edge after 607.5A,
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which is a necessary condition for the validity of the 
analysis. However, they still should not be considered as true 
stationary solutions. The edge patching method discussed later 
will solve this problem. Comparing (a) with (b) in both 
Fig.5.8 and 5.9, one can see that the wave disturbance of a 
step-up is better confined than that of a step-down and the 
transition range of a step-up (about 250A) is a little shorter 
than that of a step-down (>250A). This phenomenon so far has 
no experimental confirmation.

For comparison, Fig.5.10 shows the wave fields in vacuum 
for a surface with one step-down (a), the flat surface (b) 
and the surface with one step-up (c). The incidence angle is 
30mRad and the size of each slice 4axla, which extends into 
the vacuum a distance of 4a. The stability of the vacuum waves 
in (b) tests the reliability of the simulation. The Bragg 
reflected wave fields excluding the incidence wave are shown 
in Fig.5.11, which correspond to Fig.5.10, except that the 
size of the displayed slices is 8axla i.e. twice as large as 
that in Fig.5.10 along the [001] axis (see Fig.5.1). The wave 
disturbance due to the step appears clearly in Fig.5.11 and 
the electron intensity distribution for a step-down appears 
to be reflected further away from the surface than that for 
a step-up.
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To simulate RHEEM in an electron microscope, the specular 

beam is exclusively picked for imaging and the optical axis 
tilted to be coincident with the specular beam. One 
dimensional images for the last slice in Fig.5.10 (a), (b) and 
(c) (t=556.8A) are shown in Fig.5.12(i). They are the plots
of wave intensities versus the distance from the surface into 
vacuum (0-6x4.0497A, from right to left). Each column is a 
focal series from -3000A to 3000A in Fig.5.10 (a), (b), (c).
The defocus step Af=1000A. The contrast reversal with defocus 
is quite clearly demonstrated. However, it should be pointed 
out that there is a considerable amount of numerical errors 
in the calculation due to a limited cell size and the one 
dimensional images simulated here should be handled 
cautiously. For example, the width of each Bragg peak shown 
in the y-modulated patterns in Fig.5. 6 indicates the existence 
of numerical errors. Theoretically, all Bragg peaks should be 
narrow and converged to one point in an ideal crystal 
potential and there should be no contrast from the flat 
surface, when a single beam is used. We consider that the 
numerical errors are mainly responsible for the contrast in 
the images we obtained from a free surface. The errors are 
also involved in the imaging calculation. To partially correct 
the errors, Fig.5.12 (ii) shows the results of subtracting the
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middle column, 1-D pictures of the flat surface from each of 
other two columns, 1-D pictures of the surfaces with steps. 
It is obvious that the step contrast is enhanced after the 
subtraction. To quantitatively estimate the errors, the 
contrast level of each picture is calculated as CL=SD/MEAN, 
where SD is the standard deviation and MEAN is the mean level 
of the picture and then CL are averaged over each focal 
series. For a step-up, a flat surface and a step-down, we 
obtained average contrast level from Fig.5.12(i) of 0.58, 
0.13, 0.31. After the correction, as shown in Fig.5.12(ii), 
we obtained 1.41, 0, 0.87. Obviously, the errors are large: 
from 22% to 40%. Note that the results seem to suggest that 
the contrast level of a step-up is generally higher than that 
of a step-down.

5.4. Surface wave
Surface wave i3 a topic which has a long history in high 

energy electron reflection. The concept of a surface wave 
dates back to the time when Kikuchi et al. [19] first observed 
the intensity enhancement of the specular spot in RHEED, the 
"second kind of anomaly" (later on called "surface 
resonance"). The surface wave was later considered to be 
associated with surface resonance.
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Prom the discussion in the previous chapters, however, 

it is apparent that a consistent, and convincing theory of 
electron surface resonance phenomena, valid for both low and 
high energy cases, has not appeared.

In this section, some results concerning "surface wave", 
using the newly developed BMCR method are presented, which 
clearly indicated the possible existence of a "surface wave". 
However, I will only present the numerical results and not 
attempt further theoretical speculation.

Fig.5.13 shows the y-modulated diffraction patterns at 
three different thicknesses for lOOkeV electrons and a gold 
(001) surface: 506.2, 556.8, 607.5A, for three different
surfaces— a surface with a step-up, a flat surface and a 
surface with a step-down. The incident angle is 35mRad and an 
absorption of 10% is included. The step is introduced at 
101.2A. It should be noted that the threshold incidence for 
the emergence of (04) spots is 36.6mRad, which is close to 
35mRad. The patterns calculated for a surface with steps 
appear quite different from those for a flat surface, although 
the positions of the three basic reflection spots remained 
unchanged. It should be pointed out that there is no intensity 
comparison between the two different surfaces because of 
different normalization and display conditions.
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For a surface with a step-up, spot broadening is 

apparent. The beam broadening in reflection caused by surface 
features is similar to the beam broadening in transmission 
caused by defects in the bulk crystal. Secondly, all of the 
three Bragg reflected beams have a small satellite. We have 
discussed the correlation between spot splitting and regular 
surface steps elsewhere [20] by using a Bloch wave argument. 
Here, the results from the BMCR method also implicate 
splitting from a single step. In each pattern of the surface 
with a step-down, two additional spots occur near the 
intersections between the Laue circle and the x axis in 
reciprocal space. These two beams are apparently parallel or 
nearly parallel to the surface. It is obvious that these two 
spots are the results of a step-down, compared to the patterns 
from a flat surface and the surface with a step-up. This also 
shows that a step-down may make the surface wave more visible. 
However, the true physical mechanism of the emergence of these 
spots merits further study and a clear experimental 
conformation. Nevertheless, theoretical speculation of the 
existence of surface wave which is either a "Bragg reflection 
in a side direction" in the sense of Miyake et al. [21] or a 
"wave trapped in surface state" in the sense of McRae [22], 
is not necessarily related to steps or other surface features.
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There should also be additional spots along the x axis in the 
patterns of the flat surface and the surface with a step-up. 
It is possible that the intensities of these spots might be 
extremely low because of the special geometry and absorption 
at the surface. These regions are displayed separately and the 
results are shown in Pig.5.14. The spots are there, but they 
have extremely lower intensities: only 10“*-10-3 of the
intensities of the spots shown in Fig.5.13. Apparently, these 
waves have no way to emerge in the experiments and will be 
concealed in the background of inelastic scattering. Pig.5.14 
shows the spots of the "surface wave" in the patterns of the 
last two output slices: t=506.2, 556.8A for the flat surface 
and the surface with a step-up. The intensity for a flat 
surface is weaker than for a surface with a step-up, which 
implies that steps or other surface features tend to "release" 
the surface wave.

At this stage, we can at least conclude that a "surface 
wave" may be a truly detectable entity in high energy electron 
reflection and the best system for the observation would be 
an atomic smooth surface with some down step3.

5.5. Edcre patching method
In the Bragg case, it has been noted that the intensity
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of the wave field I (r) =i/(r) \|/(r) * is independent of the 
distance along the beam direction when only the zero Laue-zone 
is taken into account. In other words, in the Bragg case, the 
electron wave has the following form:

V(£)=Y(S,y)=Y' (H)exp[i(J){y) ] (5.1)
Here, the z axis is inward normal to crystal surface and the 
incident beam direction is along the y axis. g is a real space 
vector in the plane perpendicular to the y axis.

Equation (5.1) has been verified numerically by both the 
Bloch wave method and the BMCR method. A simple analytical 
proof is also given by Appendix 3.2.

Substituting Equation (5.1) into Equation(3.29), we 
obtain:
V' (3)exp[i«|>(yB+1) ]={\|f' (3)exp[i(J>(ya) ] . Pff (g, yn+1-yn) } *PC (g, yn+1-yn)

(5.2)
As indicated before, the phase term (y) has a linear relation 
with y: <j>(y)=cy. If the reference phase is taken as (0) =0 and 
the thickness of each iteration is the same, then (5.2) can 
be rewritten as:
V' (g)exp[i (n+1) cAy] =(Y' (g) exp[incAy] .P,(g, Ay) } .Pr(g, Ay) (5.3) 

Equation (5.3) shows two aspects of the multislice iteration 
in the Bragg case: on one hand, for \jf' (g) , each iteration is
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equivalent to a Picard iteration cycle; on the other hand, 
each iteration makes a constant increment in phase to the wave 
field exp[icAy]. This means that the difference between the 
wave fields of any two slices is only a constant phase term:
exp(imcAy) . We note that the multislice iteration in the Bragg
case is similar to the Picard iteration, but not exactly the 
same. This Picard iteration-like character of the multislice 
calculation as well as the 2-D dependence of the wave 
intensity in the Bragg case forms the basis for the
development of "the edge patching method".

As mentioned in Chapter III, the BMCR method uses the BWO 
trial wave function for a more favorable condition for HEER 
simulation. However, this does not eliminated edge effects. 
Therefore, it is still not an infinitely convergent method.

It is obvious that to obtain a convergent stationary 
solution not limited by iteration thickness for an arbitrary 
crystal surface, one must solve the problem of the inward 
moving edge. As discussed before, there is only a constant 
phase difference exp[imcAy] between any two slices for the 
multislice iterations in the Bragg case. The deteriorated edge 
can be replaced by the edge of the input wave field as long 
as it is multiplied by a proper phase term exp[mcAy]. and c 
can be calculated either analytically or numerically. We call
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this "patching" approach. It should be pointed out that it is 
not necessary to repair the deteriorated edge for each 
iteration because the moving edge seriously deteriorates the 
solution only after a certain number of iterations. The rate 
of deterioration of the edge depends primarily upon three 
parameters: incidence energy (EJ , incidence angle (0O) and 
slice thickness (Az) and the frequency of repairing has been 
set as self-adjustable in the program.

Fig. 5.15 (i) and (ii) show the comparison between the wave 
field calculated with and without the edge patching method. 
Both of them are calculated for the Au(OOl) surface and lOOkeV 
incident electron. The incident angle is 30mRad and absorption 
is included by taking the imaginary potential as 10% of the 
real potential in both the Bloch wave and multislice 
calculations. The conditions and coordination system used for 
the calculations are the same as those for Fig.3.14. The 
thickness between any two adjacent slices in (i) is 50. 6A, 
while it is 101.2A in (ii) i.e. the total thickness calculated 
in (ii) is twice as large as that in (ii): 1113.2A. (i) was
calculated using the BMCR method without edge patching, while 
(ii) was calculated using the BMCR method with the edge 
patching. The replaced edge in (ii) is 1/3 of the area of the 
vacuum wave along the z axis. The continuity between the
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patched area and non-patched in (ii) is clearly demonstrated 
and the deteriorated edge has disappeared. In other words, a 
stationary solution not limited by iteration thickness has 
been obtained. However, this is still not a real proof of the 
infinity of convergence, because here, the Bloch wave solution 
as an input wave of multislice iteration is already quite 
close to the true stationary solution and so is the replaced 
edge area cut from the original input Bloch wave. If the Bloch 
wave is far from the true stationary solution, there will be 
discontinuity between the patched edge area and the non­
patched area, because the patched edge area is now very 
different from the true stationary solution generated in the 
non-patched area by the multislice iterations. However, the 
results show that this discontinuity does not matter for the 
area in which the true stationary solution has been reached. 
This is shown in Fig.5.16(i) and (ii), which correspond to 
Fig.5.2 (i) and (ii) . All of the calculation conditions in the 
two figures are the same, except that here the edge patching 
method is used and 2050 iterations are calculated. The series 
of output slice numbers are: 1,100, 200, 300, 400, 500, 600, 
700, 800, 900, 1100, 1300, 1500, 1700, 2050. Thus we have
calculated wave fields for thickness up to 2075.5A which is 
much thicker than what was previously possible. For the last
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four slices in either Fig.5.16(i) or (ii), the stationary wave 
field from a surface with either reconstruction or adsorption 
has already moved into the patching edge area. The wave field 
in the patched area is quite different from the stationary 
wave field in the non-patched area on the right because it is 
cut from the solution for a free surface. Nevertheless, when 
we continue the iterations, this inconsistency does not affect 
the stationary solution of an imperfect surface in the non­
patched area. This can be further demonstrated in reciprocal 
space. Fig.5.17(i) and (ii) show the RHEED patterns 
corresponding to Fig.5.16(i) and (ii). Fig.5.18(i) and (ii) 
show the y-modulated patterns corresponding to the last four 
RHEED patterns in Fig.5.17 (i) and (ii) . The stationary 
character of these solutions is apparent. The vacuum wave in 
each slice is the superposition of two parts, the incident 
wave and the Bragg reflected waves. The Bragg reflected wave 
front always moves away from the crystal surface while the 
incident wave front moves towards the crystal surface. This 
is the major source of the edge effects.

Along the y axis, both the Bragg reflected wave and the 
incident plane wave have the same phase difference between any 
two slices. When edge patching is carried out, both of them 
are multiplied by a phase term. In the case of poor trial
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function, the Bragg reflected wave components may be far from 
the true solution, but the incident plane wave is always the 
same. Because the wave front of the reflected waves always 
move away from the crystal, it does not matter if the Bragg 
reflected waves in the patched area are far from the true 
solution. What is important is to preserve the continuity of 
the incident plane wave field. This argument provides a method 
to reach an infinitely convergent true stationary solution not 
limited by the slice thickness for any kinds of crystal 
surfaces.

This argument also implies that a plane wave should also 
be usable as a trial wave, since only the incident plane wave 
component in the replaced patched edge area is significant. 
In other words, we now have another independent computation 
method which we call "the edge patching method in multislice- 
only mode" (the EPMO method).

When the computation program (Chapter III) is shifted to 
the Multislice-only & Reflection mode, we obtain the results 
shown in Fig.5.19, which correspond to Fig.5.16. All of the 
calculation conditions are as the same as those for Fig.5.16, 
except for the input trial wave function which is now a tilted 
plane wave (30mRad) instead of the BWO solution of a perfect 
surface. There is now only one plane wave component left in
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the patched area which acts like an "infinite plane wave 
source". This simulates the real condition of an electron 
microscope which usually has a beam size of several tens of 
nanometers. The results show that an incident beam with this 
size can be modeled as an infinite plane wave not only in the 
Laue case but also in the Bragg case.

Fig.5.20 (i) and (ii) show the wave fields calculated for 
a perfect Au(001) surface with different incident angles: (i) 
for 25mRad and (ii) for 30mRad. The results correspond to Fig 
3.10 (i) and Fig.3.14 (i) and the calculation conditions are the 
same for the two cases with the exception that here the EPMO 
method is used instead of the BWO or BMCR method and that the 
series of output slice numbers are: 1, 100, 300, 600, 900,
1000, 1100, 1200, 1300, 1500, 1700, 2050. The last four slices 
in Fig.8 (i) and (ii) show the consistency between the three 
methods. A more precise numerical analysis of the consistency 
between these methods can be easily carried out using the 
intensity analysis methods used in Chapter III. The 
consistency parameters have been calculated from the last ones 
of the slices of Fig.5.20(i) and (ii) (the EPMO solutions), 
the first ones of the slices in Fig.3.10(i) and Fig.3.14(i) 
(the BWO solutions) and the last ones of the slices in 
Fig.3.10(i) and Fig.3.14(i) (the BMCR solutions).
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For 25mRad: R,a>HC>_IWO=0.056; R r=Q. 068
For 30mRad: R^mo-w^ O  . 071; R^^„^=0. 055
R is defined by Equation (3.40). As far as numerical accuracy 
is concerned, these values of the consistency parameter show 
that the solutions of the three methods are consistent with 
each other. However, they are not so good as the consistence 
data between the BWO and BMCR method (<1%) (Fig.3.10, 3.14). 
There are two basic sources of errors: 1) a large number of 
iterations and 2) the edge patching continuously introduces 
a small phase error (about ImRad). The results show that the 
errors have not jeopardized the final solution. Nevertheless, 
we should be careful in using the EPMO method for a 
quantitative analysis of the experimental data.

5.6. Comparison between the results by the EPMO method and 
experiments
Although the validity of the EPMO method has been 

theoretically verified by its consistency with the Bloch wave 
method (the BWO method) and the BMCR method for different 
surfaces with sufficient rigor, it is still necessary to 
demonstrate its consistency with experiments. Here is a simple 
example.

Fig.5.21(a) shows an experimental RHEED pattern taken
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from the GaAs(OOl) surface by Cho [23]. A schematic diagram 
of the GaAs(001) surface viewed at normal incidence is shown 
in Fig.5.21(b). The incident glancing angle is less than 1°, 
and the azimuth is along [110]. The incident electron energy 
is 40keV. The pattern corresponds to the 2x8 reconstruction 
on the GaAs(001) surface: one missing row along the incident 
beam and seven missing rows in the direction perpendicular to 
the incident beam. The specular spot is centered and the two 
outside spots corresponding to the lxl surface are indexed as 
(01) and (01.) respectively. For the GaAs (001) surface, the 
size of the lxl surface unit cell is 3.9894x3.9894A. 
Therefore, for 1° incident angle, the values of the threshold 
energy for (01) and (02) spots are 30.1keV and 111.7keV 
respectively. Thu3, for 40keV incidence energy, (02) spot3

t
cannot emerge in the pattern. The two inside spots are due to 
the missing row reconstruction along the incident beam 
direction [1101 .

To simulate this pattern, multislice calculations were 
performed under the same conditions as those for the RHEED 
pattern in Fig. 5.21 (a). Fig. 5.22 (a) is a diagram of the 
primitive unit cell of GaAs along the [110] zone axis. 
Fig.5.22(b) and (c) show the slice construction for multislice 
for a perfect surface and a surface with the missing row
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reconstruction respectively. Both of them are Ga termination 
surfaces. For a missing row reconstruction along [110] 
direction (perpendicular to incident beam), the top-most Ga 
atoms are taken off with a certain periodicity through 
continuous multislice iterations. For the 2x8 reconstruction, 
one Ga atom is left for every 8 unit cells along the beam 
direction, while for the 2x16 reconstruction one Ga atom is 
left for every 16 unit cells along the beam direction.

Fig.S.23 shows calculation RHEED patterns for three 
different surfaces: (a) perfect GaAs(001) surface, (b)
GaAs (001) surface with a 2x8 reconstruction and (c) GaAs (001) 
surface with a 2x16 reconstruction. The incident glancing 
angle is 1°. These calculated patterns show that this incident 
angle is a little larger than that for the experimental 
pattern in Fig.5.21(a). As expected, for a perfect GaAs(001) 
surface, there are only three spots in the calculated RHEED 
pattern in (a): one specular spot (0,0) and the two (0,1) 
spots. As shown in (b) and (c), for the 2xn reconstruction, 
two reconstruction spots occur between the (00) specular spot 
and the two (01) spots. They are indexed as (0,1/2) and 
(0,1/2) respectively. The intensities of the two reconstruc­
tion spots in (b) are significantly stronger than the 
corresponding ones in (c) . This is because each reconstructed
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atomic row along the beam direction for the 2x8 reconstruction 
possesses two times as many atoms as the corresponding ones 
for the 2x16 reconstruction, and the scattering effects is 
stronger. In other words, the intensity ratio between the 
reconstruction spots and the specular spot can give at least 
qualitative information about the reconstruction in the 
direction perpendicular to the incident beam. As expected, the 
calculated pattern in (c) matches with better the experimental 
RHEED pattern in Fig.5.21(a). Compared with (b) and (c), the 
specular spot in (a) is much weaker than that in (b) and (c). 
This means that the reconstruction can enhance the specular 
beam significantly in this case. Conversely, in the case of 
the 2x1 reconstruction on Au(001) surface, the specular beam 
is weaken by reconstruction dramatically (Fig.5.7, 5.18). The 
physics behind this phenomenal difference is not clear.

Here, we have only a qualitative comparison between the 
RHEED simulated using the EPMO method and experimental RHEED 
pattern. However, this clearly indicates that the application 
of the EPMO method to quantitative analyses of HEER 
experiments has promise.

5.7. Interim summary
The primary results obtained by means of the BMCR method
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in this chapter can be considered as the last step of the 
three-step development of the method.
i) Solving the n-beam Bloch wave problem in the Bragg case.
ii) Investigating the consistency and the conditions for the 
consistency between the Bloch wave method and multislice 
iterations in the Bragg case.
iii) Applying the BMCR method to some real problem and testing 
the potential of the method.

The results appear to be encouraging. The importance of 
the ideas of "verification" and "combination" associated with 
the BMCR method has been demonstrated.

It has been proved that the edge patching method finally 
solves the problem of the edge effects, which can be 
considered as either an improvement of the BMCR method or an 
independent computation method for HEER (the EPMO method) due 
to the argument of the "infinite plane source". An infinitely 
convergent true stationary solution for an arbitrary surface 
for HEER has been obtained using the EPMO method. A simple 
demonstration of its consistency with experimental results in 
Section 5.5 clearly shows the promising prospect of the 
application of the EPMO method to HEER experimental analyses.

The computation speed for the BMCR method has been 
brought down to the speed of the EPMO method when the Bloch
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wave solution is used as a reusable trial function. For the 
simulations of 600 slices of sampling size 1024x64 on Apollo 
3500, the CPU time will not exceed 6 hours. This is manageable 
on many computation facilities.

However, both the BMCR and EPMO methods only provide a 
new apparatus for solving the problem instead of a solution 
of problems. Further applications of these two methods will 
definitely explore more physical insights of HEER.
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m
(a) Bloch wave (b) Multislice

Pig.5.1. Unit cell set-up for the simulation of surface
reconstruction adsorption, (a) Unit cell for the Bloch wave 
calculation, (b) Unit cell for multislice calculation.

2x1 Au Re.

(i)

(ii)

2x1 O Ads.

Fig.5.2. Wave field outputs from multislice iterations for 
2x1 gold reconstruction (i) and 2x1 oxygen adsorption (ii) .
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(ii)
Fig.5.3. Outputs of the Bragg reflected wave fields, excluding 
incident wave, from the multislice iterations, for 2x1 gold 
reconstruction (i) and 2x1 oxygen adsorption (ii) . The rest 
of the conditions are the same as those in Fig.5.2.
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Pig.5.4. (i) RHEED patterns excluding the incident beam, one- 
to-one corresponding to the output slices in Pig.5.2(i). (ii) 
The convergence curve of (i).

(i)

u  0.060

q:§ 0.020o u0.000 0

Fig.5.5. (i) RHEED patterns excluding the incident beam, one- 
to-one corresponding to the output slices in Fig.5.2(ii) . (ii) 
The convergence curve of (i).
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Thickness:  0

A

2x1 flu Surface  Re c o n s t r u c t i on

556.8 fl

Thickness: 8

2x1 0 Surface Absorption

556.8 A

Fig.5.6. Y-modulated patterns corresponding to a and 1 in 
Fig.5.4(i) and Fig.5.5(i).
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Multislice 

(a) Step-up

I Z F T v 1o o o o

m m

Bloch wave
O O o O o o o o o o o

Y n r n

Multislice 
(b) Step-down

Fig.5.7. Unit cell set-up for simulations of step-up (a) and 
step-down (b) . Upper two are the unit cells for the Bloch wave 
calculation and lower two are the unit cells for multislice 
iterations.
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y
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Down 25 mrad
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Fig.5. 8. Wave field outputs from multislice iterations for the 
simulations of step-up (i) and step-down (ii). They are 
introduced at slice c. The thicknesses of the first and last 
slices are 0 and 607.5A respectively. The thickness difference 
between two nearest slices is 50A and the beam incidence 
25mRad.
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Fig.5.9. Wave field outputs from multislice iteration under 
the same conditions as those for Fig. 5.8, except the beam 
incidence is 30mRad.
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Up Flat Down

a b e

Fig.5.10. Wave field outputs in vacuum which include the Bragg 
reflected waves and the incident wave from multislice 
iterations for the simulations of the surface with step-up 
(a), flat surface (b) and the surface with step-down (c).

Up Flat  D o w n

a b c

Fig.5.11. Wave field outputs excluding the incident beam in 
vacuum, which one-to-one correspond to those in Fig.5.10, 
except that the size of unit cells displayed is Saxla.
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Fig.5.12. (i) Focal series of one dimensional imaging
contrasts by using specular beam alone, crossing the wave 
disturbance caused by steps in the last slice in Fig.5.10(a), 
(b) and (c) (t=556.8A). The defocus range is from -3000A to
3000A and defocus step is lOOOA. (ii) Results of subtracting 
the middle column from each of three columns in (i).
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H a l - s u r f a c e

Pig.5.13. Y-modulated images of diffraction patterns at three 
different thicknesses; 506.2, 556.8, 607.5A, for three
different surfaces; the surface with step-up, flat surface and 
the surface with step-down. The beam incidence is 35mRad and 
absorption 10%. The step is introduced at t=101.2A

Surface u.ivos for up stop

thickness: bOK.? bb&.8 (ft)

Surface waves for f l a t  surface  

thickness: b06.? bb6.8 (A)

Fig.5.14. Spots of surface waves in the patterns of last two 
output slices; t=506.2, 556.8A, for the flat surface and the 
surface with a step-up.



Fig.5.15. (i) Wave fields calculated without the edge patching 
method. The thickness difference between two nearest slices 
is 50.6A. (ii) Wave fields calculated with the edge patching 
method. The thickness difference between two nearest slices 
is 101.2k. Both (i) and (ii) were calculated for Au(001) 
surface, lOOkeV electron, 30mRad incidence and 10% absorption.
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Fig.5.16. Wave fields calculated for the 2x1 Au(OOl) surface 
(i) and the 2x1 oxygen adsorption on Au(OOl) surface (ii).



(ii)
Pig.5.17. (i) RHEED patterns corresponding to Fig.5.16(i).
(ii) RHEED patterns corresponding to Fig.5.16(ii).
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2x1 Au(OOl) Surface Reconstruction 

S l i c e  No.: 1390 1580

(i)

2x1 0 Absorption on Au(OOl) Surface 

S l ice  No.: 130Q 1500

(ii)
Fig.5.18. (i) Y-modulated patterns corresponding to the lastfour RHEED patterns in Fig.5.17(i). (ii) Y-modulated patterns 
corresponding to the last four patterns in Fig.5.17(ii).



Fig.5.19. (i), (ii) Wave fields for the same conditions as
those for Fig. 5.16, except that the EPMO method is used here.



Fig.5.20. Wave fields calculated for perfect Au(001) surface, lOOkeV incident electrons, 10% absorption and 25mRad incidence 
for (i) and 30mRad incidence for (ii)•
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Fig.5.21. (a) Experimental RHEED pattern taken from GaAs(001) surface by Cho (1971). The incident angle i3 less than 1° and azimuth is along the [110] orientation. Electron energy is 40keV. (b) Schematic diagram of GaAs (001) surface view at normal incidence.
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(c)
Fig.5.22. (a) Diagram of the primitive unit cell of GaAs along the [110] zone axis. Slice constructions for multislice calculations for a perfect GaAs (001) surface (b) and GaAs (001) surface with one missing row reconstruction along the incident beam.
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Fig.5.23. Calculated RHEED patterns for three different surface: (a) perfect GaAs(001) surface, (b) GaAs(001) surface with the 2x2 reconstruction and (c) GaAs (001) surface with the 2x8 reconstruction. Electron energy is 40keV. The incident glancing angle is 1° and the azimuth is along [11.0] orientation.



Chapter VI. Supplement: Ballistic surface diffusion

6.1. Introduction
To study surfaces, RHEED and RHEEM have proved to be 

important techniques parallel to various other approaches, 
such as scanning electron microscopy (SEM), high resolution 
electron microscopy (HREM) etc. Unfortunately, in all these 
beam-probe techniques, the electron beam both probes and 
changes the structure of a surface. In particular, two 
unwanted processes can occur, enhanced thermal surface 
diffusion due to electron beam heating and athermal surface 
diffusion by either an electronic mechanism [1] or by direct 
knock-on of a surface atom. Except for highly insulating 
materials, experiments (in transmission) have shown that the 
temperature rise due to beam heating is small, of the order 
of 10 degrees [2-3], and can therefore be neglected. For 
athermal processes, the incoming electrons can cause 
electronic transitions which are converted into atomic motion 
leading to either preferential desorption of one species [4- 
6], or surface diffusion [1]; electron-stimulated desorption 
and diffusion for which various models have been proposed [7-
10]. However, a knock-on mechanism for surface diffusion has 
not been investigated in detail. In the following sections,
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a numerical study of this process, athermal ballistic surface 
diffusion due to the Rutherford scattering is described. Note 
that this process is analogous to stimulated migration of 
point defects in a solid.

6.2. Model and numerical development
Ballistic surface diffusion can be divided into two 

steps; the initial scattering of the electrons which provides 
an impulse to the target atom and the actual diffusion of the 
atom (after the electron has left). The former is a collision 
process and finishes in a very short time, about 10"19 seconds. 
The latter is the dynamical motion of the scattering atoms in 
the surface potential, and takes place with the more leisurely 
time scale of thermal vibrations, i.e. 10'12 seconds. Our 
approach here is to consider first the diffusion problem for 
a range of different vectors for the initial atom momentum, 
and then later to tie in the results from these calculations 
of the probability that the atom will diffuse or be sputtered, 
with calculations of the actual initial momentum of the target 
(which is a function of the beam energy and direction relative 
to the surface).

To model the dynamical motion of surface atoms, we used 
a Lennard-Jones potential, with 6 rows and 20 atoms in each
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row (Pig. 6.1(a), (b)), taking those of gold [11] for our
parameters. (A Lennard-Jones potential was used solely as a 
pragmatic choice to make the problem tractable) . The blackened 
atoms in both figures are the atoms whose classical 
trajectories were numerically integrated. The case shown in 
Fig.6.1(a) models an adatom, while Fig.6.1(b) models a flat 
surface, and in both cases the initial velocity from the 
Rutherford scattering was given to the black atoms only. The 
approximation of reducing a 3-D problem to 2-D is based on the 
assumption that the surface potential well has central 
symmetry. A fourth order Runge-Kutta method was employed for 
the numerical calculations and the dynamical calculations of 
the trajectories of adatom or in-surface atom were performed 
as a function of the energy and initial displacement direction 
of the surface atom.

6.3. Analysis
Of interest is the critical energy when the adatom or in­

surface atom just surmounts the potential barrier built up by 
the neighboring atoms. First, all the other atoms were assumed 
fixed. Fig.6.2 shows two typical trajectories of an adatom, 
in a) when the surface atom just surmounts the surface barrier 
and b) when the adatom is just reflected. Similar trajectories
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were obtained for the in-surface case. Fig. 6.3 (a) and (b) show 
the critical curves of the energies for these situations; only 
atoms with kinetic energy above the curve will diffuse. These 
two curves clearly show a smooth behavior with functionality 
no matter how complicated the trajectories of the surface 
atoms are. For the adatom, the critical curve has a simple 
parabolic character, while the critical curve of an in-surface 
atom appears more complicated. This is because for the in­
surface case, the movable atom is strongly interacting with 
its four neighboring atoms.

Similar calculations for the case in which one 
neighboring atom is movable were also performed for both 
adatom and in-surface atom. Fig. 6.4 (a) shows the case when the 
adatom is just reflected by the potential barrier, while 
Fig.6.4(b) shows when it just surmounts the barrier. The 
neighboring atom vibrates around its equilibrium position in 
both cases. The calculations indicated that the time required 
for the ballistic diffusion process of one adatom or in­
surface atom is around 10_13s and the time required for the
kinetic energy of an adatom or in-surface atom to be 
transferred to its neighbors atoms is about 10'12-10'13s. The
results showed no big change in the critical curve, and the
assumption that the neighboring atoms are fixed appears to be



224
a reasonable approximation.

For the scattering process we applied Ruthford scattering 
theory using the scattering geometry shown in Fig.6.5. The 
energy transferred to a single surface atom by a single 
scattered electron is given by the equation;

E=EM cos2(0) (6.1)
where E is the maximum energy that the electron can transfer
to the atom:

Ea.x=2E. (E.+2mc2) /Me2 (6.2)
where E. is the incident energy. Substituting (6.1) into the 
equation for the critical curve,

f(0)=E/E. (6.3)
we then obtain the following relationship:

E»x/E. = f (0)/cos(18O-0"-0) (6.4)
>

Different values of 0" represent different geometries of the 
surface with respect to the direction of the incident 
electron. The physical significance of Equation (6.4) is that 
the energy required for the diffusion of a surface atom is a 
function of the ejection angle 0 and the angle between the 
surface and beam direction 0". Plotting EMX/E, vs 0 for
different 0", we obtain a series of critical curves for EMX as
shown in Fig. 6. 6(a) and (b) for the adatom and in-surface atom
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cases respectively.

These curves were then used to determine the scattering 
angle range within which the scattered atoms can be diffused
as shown in Fig.6.7. T| is the value of E /E. for the given
accelerating voltage. The scattering probability of the adatom 
or in-surface atom is then given by:

where the physical significance of Ma is the probability of 
one surface atom being scattered into a solid angle €1 per 
incident electron per second, (T(0) the differential Rutherford 
scattering cross-section, and n the electron flux. If we 
substitute for the quantities in (6.5), we obtain:

where Z is the atomic number of surface atom after the 
modification for the Coulomb screening, Z'=i for an electron, 
m the reduced mass and v the relativistic velocity of the 
electron. The inverse of Ma, Ta=l/Ma has units of (atom.s/ST), 
where ST denotes the times for each atom to be scattered. Its 
physical significance is the time required for every atoms in

cr(0)n.d£2(0) (6.5)

e2
Ma=4jm.(ZZ'e/2viV!)2. f |sin(0"+0) |x

0,{1+ (l+sin22 (0"+0) / [m/M-cos2 (0"+0) ] 2}_1/2}'2d0 (6.6)
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a monolayer to be displaced. The upper and lower limits, Gj, and 
02 are determined by the value of E„.T which were calculated 
from the kinetic energy of the incident electrons.

6.4. Results
To provide some hard data, an accelerating voltage of 

200keV and a current density of 1.8A. cm'2 have been taken. The 
calculated results for different surface geometries for both 
adatom case and in-surface case are shown in Table 6.1. They 
indicate that the time required for scattering of one 
monolayer is about several hundred seconds for this specific 
voltage and metal. (Note that this value should be compared 
with the intrinsic thermal diffusion of the surface which is 
expected to be in general far faster.) The time for profile 
imaging position 0"=O is longer than that for other positions, 
indicating that the profile imaging technique is less 
influenced by knock-on damage.

In general, T. is inversely proportional to the square of 
atomic number Z, i.e. the heavier the atom, the shorter the 
"sitting time" T.. T, is also related to the cohesive energy 
E., and larger cohesive energies make the critical curve 
steeper and reduce the diffusible angular range, and therefore 
increase Ta. The effect of the energy of incident electrons on
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Ta is shown in two ways. At higher energies the relativistic 
electron velocity v increases, reducing the cross section for 
scattering and therefore increasing T, but it also makes the 
diffusible angle range 0j.-02 wider which reduces T.. To some 
extent these two effects offset each other. At low energy (V. 
<300kV) , the velocity dominates, and the time required for the 
diffusion of one monolayer increases with accelerating 
voltage. At higher energies the velocity does not increase so 
fast {due to relativistic effects) and the diffusible range 
effect will dominate.

6.5. Interim discussion
The results indicate that ballistic surface diffusion is 

strongly dependent upon the properties of materials. There 
exists a threshold voltage for ballistic surface diffusion 
which for Au is about 135kv. One problem was encountered when 
the attempt was made to reconcile these results with some 
experimental data on the surface sputtering threshold for gold 
obtained by Cherns et al. [12]. The authors obtained a value 
of 459kV. At this voltage the maximum energy transferred to 
an atom is 7.22eV which is approximately twice as large as the 
cohesive energy. There are three possible reasons for this 
discrepancy. First, there may have been a contamination layer
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in the experiments/ so that the "sputtering threshold" might 
in fact represent the threshold to sputter gold through a 20A 
carbon contamination layer. Alternatively, 459kV may represent 
the threshold due to a more complicated multi-atom sputtering 
process, rather than the threshold of simple sputtering. It 
seems quite likely that there may be more complicated damaging 
processes at higher voltages, both for sputtering and for 
athermal diffusion. A final possibility hinges on the fact 
that for most metals a better approximation for the pairwise 
potential is an oscillating pseudopotential; in this case the 
(classical) threshold energy will be the energy difference 
between the minimum and the first maximum of the 
pseudopotential, which could exceed the binding energy. It 
would clearly be of interest to see the results of careful 
electron microscope imaging work at different temperatures.

One feature of the results to note is that the surface 
geometry has a strong effect on ballistic surface diffusion 
and the ballistic diffusion for a profile surface appears to 
be the weakest, whereas the prospect is clearly not so good 
for plan view imaging, particularly of the exit surface of 
specimens where we can expect fairly severe damage.
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0" 0,-0, M, {ST/atom. sxl0“3) T. (atom. s/ST) 
adatom in- 
72 675
180 1401
205 329
236 793

Table 6.1. Ballistic surface diffusion data calculated for different surface geometries for both adatom case and in­surface case.

adatom in-surf. adatom in-surf.surf.
90 0.75-2.35 1.20-1.90 13.88 1.48
75 1.71-2.58 1.60-2.10 5.55 0.71
45 1.82-2.96 2.07-2.95 4.88 3.04
0 2.45-3.10 2.7-3.14 4.23 1.26
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Fig. 6.1. The arrangement of the gold atoms in 2-D lattice for the dynamical calculation a) in the case of the surface adatom and b) in the case of the in-surface atom.
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Fig.6.2. The trajectories of an adatom a) when the atom just surmounts the surface barrier and b) when the adatom is just 
reflected by the barrier in the case of fixing other atoms.
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Fig.6.3. The curves of the critical energy for the surface atom surmounting the surface potential barrier as the function of ejection angle of the excited atom a) in the case of adatom on the surface and b) in the case of the in-surface atom.
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Fig. 6.4. The trajectories of an adatom in the case that one neighboring atom is movable, a) when the adatom is just reflected by the .surface barrier and b) when the adatom just surmounts the surface barrier.
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Fig.6.6. The curves of the minimum incident energy required for diffusing a) an adatom and b) an in-surface atom as the function of the ejection angle of the atom for the different angles between the surface and the incident momentum.
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Fig.6.7. The illustration of determining the diffusible angle 
range 0i~02.



Chapter VII. Conclusion

High energy electron reflection (HEER) is an important 
field in surface science and consists of three major branches; 
RHEED, RHEEM and RHEEL (or EEL) . All of them, specially RHEED 
and RHEEL have experienced development over many decades both 
experimentally and theoretically. Regardless of stagnation in 
the theoretical development in this field, the value of these 
techniques has been confirmed in surface science. However, 
further exploitation relies on further developments in theory.

A major obstacle to the theoretical development of high 
energy electron reflection— the confusion around the wave 
points in the "band gap" and the nature of evanescent waves 
in the Bragg case has been removed by introducing the concept 
of current flow and a new boundary condition. This, I believe, 
will make the Bloch wave method again play an important role 
for the understanding of the physics of electron reflection 
as it does for electron transmission. However, the limits of 
the method— low computation speed and lack of flexibility for 
the simulations of various surface phenomena will not vanish 
because of its solid physical foundation and various 
alternative approaches still need to be developed.

The bridge between the Bloch wave method and multislice

234
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creates a new computation method called "the BMCR method" 
(Bloch wave + Multislice Combined for Reflection), but also 
implicitly indicated the possibility of establishing bridges 
between various alternative computation methods in electron 
reflection and making the advantages of different methods work 
together. From a theoretical viewpoint, it is important that 
consistency and the conditions for consistency between 
different methods can provide a mutual proof of each one and 
a combination of them. Apparently, the Bloch wave method can 
play the role of a "calibration standard" for various 
alternatives, although it may not very conveniently employed 
for reconstructed or related surfaces.

A major obstacle to the multislice calculation in the 
Bragg case, "edge effects", has been removed and an infinitely 
convergent solution .for an arbitrary surface for HEER has been 
obtained by the edge patching method (the EPMO method).

However, the newly developed Bloch wave approach in the 
Bragg case, the BMCR method and the edge patching method (the 
EPMO method) should only be considered as the means to get 
closer to the true solution rather than the solution itself. 
From my point of view, two very fundamental and basic problems 
in high energy electron reflection remained unanswered, or 
incompletely answered, and merit further study:
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i) the source of two dimensional diffraction patterns observed 
in RHEED.
ii) the true source of "electron surface resonance". At 
present, the term "electron surface resonance" still means 
more as an experimental fact rather than as a physical 
concept. These two problems may be the keys to the door of 
informative HEER.

More generally, further studies in this field can be 
carried out along the following suggested directions;
i) Pursuing deeper understanding of the phy3ic3 of high energy 
electron reflection; the nature of the Bloch waves in the 
Bragg case, the mechanism of current flow and the effects of 
surface potential etc. using the newly developed Bloch wave 
method in the Bragg case and exploring the application of the

4method to experimental analyses.
ii) Pursuing more applications of the BMCR method to 
experiments.
iii) Examining the consistency between various alternative 
computation methods in this field to verify their valid 
conditions and find possibility of combining them together.
iv) Studying the effects of inelastic scattering on electron 
diffraction in the Bragg case and the theory of inelastic 
electron diffraction in the Bragg case.
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v) Studying the way of incorporating the theory of electron 
diffraction in the Bragg case with the theory of electron 
spectroscopy.

Without doubt, any progress made in these directions can 
significantly improve the understanding of HEER.
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APPENDIX

Appendix 2.1

If the current flow S is conserved along MN (Fig.2.2), 
we have:

liraJ SdS=-A+Sx (r+, E) +A‘SX (r",E) 
t—>0

=A+[S1(r+,E)-S1(r-,E) J
=0 (A2.1.1)

Then,
Sx(r-,E)=S1(r+,E) (A2.1.2)

Therefore, for ĵ , we have:

liraj e»dS=A+[p1(r-)-px(r+) ]
oo oo

=A+[J ESX (r', E) dE-J ESx(r+,E)dE]
0 0

O O

=A+J E[Sx(r-,E)-Sx(r+,E)]dE 
0

t - * »

C O

=A+f E.0dE=0 (A2.1.3)
0

Then,
Pj.(r-)=Px(r+) (A2.1.4)

Conversely, if j> is conserved along MN, i.e. px(£‘)=px(r+), 
we have:

259
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O O

J  E[S.L(r-,E)-S.L<r\E)]dE = 0 (A2.1.5)
0

The continuity of Sj. with respect to E leads to (A2.1.2) .
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Appendix 2.2

In the real world, all the waves are in the form of wave 
packets since the momentum of a real system always has a 
continuous distribution. In particular, a wave packet in one 
dimension can be formed by superposition of plane waves:

where k^k'+ik1 and we assure that the momentum of a plane wave- 
is only distributed along the real axis and the plane wave has 
the same rate of decay for the simplicity. Therefore, we 
have:

y(x,t)=exp[i2xkix] I f (kr) exp[i27C(kcx-E (k) t/h] dkr (A2.2.2)

f (k*) is considered as a smooth and well behaved function 
concentrated in the region Akr around k'=k0c. Expanding E (k) 
around kr=k„e on the real axis of k, we have:

O O

f (k) exp[i2Jt(kx-E (k) t/h) ] dk (A2.2.1)

OO

E (k) =E (k/tik1) + (kr-k0r) dE (k'+ik1) /dkr|kEO+ 
Substituting (A2.2.3) into (A2.2.2), we get:

(A2.2.3)

Y(x, t) =exp [i2ic (k„rx-E (k^+ik1) t/h) ] expt-2xkix] x 
k0c+Akc
f dkrf (kr)exp[i2x<kr-k0r) (x-dE (k0r) /dkr. t) ] 
k/-Akr



=exp [i2itk0rx-E (k0E) t/h] exp [-2^x3 F (x-dE (k0E) /dkE. t) (A2. 
F is an envelope function, the Fourier transform of f. 
phase velocity of the monochromatic wave is:

v*=E (k/) /hk„r (A2.
The group velocity is:

v,=dE(k„E)/d(hkE) (A2.
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2.4) 
The

2.5)

• 6)
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Appendix 2.3

The current flow of a matter wave is:
S<3,= (h/im) EV*3’* (£) V\j/<3) (r) -y(1’ (r) V\|/(3)* (r) ] (A2.3.1)

The wave in the form of the Bloch wave can be expressed by 
V ‘3J (r)=ZjCa<J>expEi2JC(Ic,J,+2) .r] (A2.3.2)

and
V 31 * (r) *exp I-L2n (k'111 *+g) . r ] (A2.3.3)

Then,
V y j) (r) =Zai2jc{k«*+a) Ca‘iJexpEi2jc<kt3>+g) ,r] (A2.3.4)

V\jrC3,*(r)=^(-i2ji:) (kt3,*+g)Ca<3,*expE-i27t(k(3,*+g) .r] (A2.3.S)
From (A2.3.3) and (A2.3.4), we obtain: 
y 3’*(r)V¥ ‘3> (r) =5̂ ,2312^ (k'3’+3) CaCa,(3)*exp[i2JC(k<3,-k,31'+g;-g') .r]

(A2.3.6)
From (A2.3.1) and (A2.3.5), we get:

V ll> (r) V\|r(j)* (r)=2a.Î -i2rt(k'3,*+g) Ca<3,*Ca- t3,expEi27t (k(3)-k(3)*+g' -3) . r]
(A2.3.7)

Therefore,
S(r) = (h/2im) (5^,+2;,I^') (A2.3.8)

where
2^=exp[-i2jikM^r]2^i2jcE (k'^+gJ + Ek^'+g) ] |Ca13>|2 

and 2̂ .23' is the crossing term. We have:



The superscripts r and i denote the real and imaginary 
parts of k vector respectively. Q. is the area of a unit cell. 
Finally, we have:

S= (2jth/m) exp [-2nfci(1>. r] | Ca(j) |3 (kc<J)+g) (A2 . 3.10)
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The continuity equation of probability is given by the 
following:

dP (r, t) /dt+V. S=-2VI (r) P (r, t) (A2.4 .1)
Since i|/ is a stationary solution, we have:

dP/dt=d Ojn|f*> /dt=0 (A2.4.2)
Then,

V.S=-2Vz/h(\{A/) (A2.4.3)
Substituting (A2.3.2), (A2.3.3) and (A2.3.9) into (A2.4.3),
we obtain:

V.S=(-4jTth/m)exp[-2jdci<1) .r] [2̂ 1 Ca,:l> |2<k‘<j,+g) . (ki<3>) ] .
=-27iSkM1) (A2.4.4)

and
I c2!i> I aexp [-4jcki,3). r] +
exp[-4jdci«>*r]5;.2aCJI<1'Ca,<1,*exp[i27C{g-q') .r] (A2.4.5)

-2jcS.ki<d,=-(2V1(r)/h) [^|Call) |Iexp[-4jtki,3) .rl+Sa^] (A2.4.6)
After integrating over a unit cell, we obtain:

-2jtS‘kMj,= (2/h) J exp[-4jiki<3)r]Vj(r)dr (A2.4.7)
v

where S* is the average value of S over one unit cell and it
lhas the same orientation as S does. Since the right hand side 

of (A2.4.7) is necessarily positive, we have:
S.ki(J) > 0  (A2.4.8)
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Appendix 3.1

The phase term of the propagation function ptb'-b^z7- 
zo)p(b-b', z-z7) can be expressed as:

@(r, r' , rj =kf (r, r7,£,) =* (|r7 -rj + 1r-r7 |) (A3.1.1)
The constant phase hypersurface f(r,r//rD)=d is a prolate 
spheroid Sp with its major axis r„r (Fig.3.2). The foci of Sp 
are r„ and r. The intersection of Sp with plane z=z7 is a 
ellipse S.. In other words the constant phase curves on plane 
z=z7, 0(b7)=const. are a series of ellipses with center ẑ, and 
foci on and r̂ . According to the principle that the shortest 
distance between two points is the straight line connecting 
the two points, d(x7,y.7) has one and the only one extreme at 

which is the global minimum. That is:
V£.d(b7)lH(t̂ =0 (A3.1.2)

The range for the validity of stationary phase 
approximation can be estimated as follows. For simplicity, 
let7 s suppose bo=b. Then r-r,, is coincident with the z axis. 
Then the origin is translated to 3̂  and the equation of Sp is 
given by:

r72 z72
  + ----- = 1 (A3.1.3)
a72 (d2/4)

where a72=d2/4-c2 and c=(z-z„)/2. r7 is the vector in the plane
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at z=z'. Then,

d2 (r') =2 [ (r' 2+z' 2+c2) W ((r' 2+z' 2+c2) 2-4c2' z2) ] (A3 .1. 3)
Let

d(d2(r')) 2 (r' 2+z' 2+c2) r'
  = 2[2r' +   ]

dr' T/(r,2+z'2+c2)2-4c2z'2
2 (r'2+z'2+c2)

= 4 [1 + ------------------  ]r'=0
V (r' 2+z' 2+c2) 2-4c2z'2

Then r'=0. Therefore,
d2(0)=2[z'2+c2+c2-z'2]=4c2 (| z' |<c)

or
d (0) =2c

Thus we have:
d(d(r')) 2 2 (r'a+z'2+c2)
---------=   [1 +   ] r' (A3 .1.5)

dr' d(r') V(r' 2+z' 2+c2) 2-4c2z'2
Then the derivative of d versus r' at the area close to r'=0 
is
approximately given by:

d(d(r')) 1 2 (c2+z'2)
-------- =   (1 +   )r' (A3.1.6)

dr' | r' =0 c |c2-z'2|
Since 0<|z'|<c, we have:

d(d(r')) 3 r'
----------  > ----- r'= 6 --

dr' |r'=0 c (z-z„)
or
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d©(r') r'
------ > 6 fc------ (A3.1.7)

dr' | r' =0 (z-z„)
There should be d0(r') /dr' k2jr/r' A"1. Substituting these
conditions into (A3.1.7), we have:

6r'
--------  3: 1
a.(z-z0)

or (z-zj > 6r/2A  (A3.1.8)
(A3.1.8) is quite close to the one given by Ishizuka et 
al.[4] :

2itr'
------- £ 1 (A3.1.9)
X(z-zJ

If the sampling rate i3 10/A, it means that the crystal 
potential is considered slow variation on the scale of O.lA, 
i.e. r'=0.lA. For lOOkeV electron, A^0.037A. Then,

z-z„ £ 1.64A



269

Appendix 3.2

The 3-D dependence of the Bloch wave in the Laue case is 
well known as far as only the zero-Laue zone is concerned, 
however the 2-D dependence of the Bloch wave in the Bragg 
case still appears confusion. Here is a simple analytical 
proof of it.

Let us refer to Equation (2.3), (2.36)-(2.54) which
actually can be found in text books about electron 
diffraction. The key element in (2.3) is:

K2 - (ktj> + g)2 (A3.2.1)
(A3.2.1) can be expanded as the following, if the z axis is
chosen as inward normal to the crystal surface:

K2 - (kx + gx)2 - (ky + gy)2 - (k.<3> + gx)2 (A3.2.2)
For the Bragg case, in the coordination used in the thesis, 
the zero-Laue-zone-only means gy=0. If we consider the 
boundary condition (2.50), then both ky and gy can be cancelled 
in (A3.2.2). Consequently, the eigenvectors (C2<j>) as the
solutions of dispersion Equation (2.5) are independent of both 
ky and gy. Therefore, the coefficients of the Bragg reflected 
waves in vacuum {Ra} and the coefficients of the Bloch waves 
in crystal {£<j)} as the solutions of Equation (2.51-52) and 
(2.53-54) are also independent of both ky and gy. So the plane
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wave phase factor exp [i23t (Jĉ + gy) .y] undoubtedly can be
factored out of the summation symbol £ in both Equation (2.2)
and (2.3) . In other words, it will not affect the intensity 
of the wave field and the intensity of the wave field is 
independent of y, i.e. the thickness along the direction of 
incident beam. All these arguments are also valid for 
reflected waves in vacuum.

However, this is not true for the Laue case. For the Laue 
case, the zero-Laue-zone-only means g,=0. Then none of the
three coordinates in (A3.2.2) can be eliminated by the
boundary conditions in Equation (2.51-52). Therefore, the 
Bloch wave in the Laue case is 3-D dependent, while the Bloch 
wave in the Bragg case is 2-D dependent, as far as only the 
zero Laue zone is concerned.
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