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Reliable electrochemical phase diagrams of magnetic
transition metals and related compounds from high-
throughput ab initio calculations
Liang-Feng Huang 1,2 and James M. Rondinelli 1

Magnetic transition metals (mTM= Cr, Mn, Fe, Co, and Ni) and their complex compounds (oxides, hydroxides, and oxyhydroxides)
are highly important material platforms for diverse technologies, where electrochemical phase diagrams with respect to electrode
potential and solution pH can be used to effectively understand their corrosion and oxidation behaviors in relevant aqueous
environments. Many previous decades-old mTM–Pourbaix diagrams are inconsistent with various direct electrochemical
observations, because experimental complexities associated with extracting reliable free energies of formation (ΔfG) lead to
inaccuracies in the data used for modeling. Here, we develop a high-throughput simulation approach based on density-functional
theory (DFT), which quickly screens structures and compounds using efficient DFT methods and calculates accurate ΔfG values,
using high-level exchange-correlation functions to obtain ab initio Pourbaix diagrams in comprehensive and close agreement with
various important electrochemical, geological, and biomagnetic observations reported over the last few decades. We also analyze
the microscopic mechanisms governing the chemical trends among the ΔfG values and Pourbaix diagrams to further understand
the electrochemical behaviors of mTM-based materials. Last, we provide probability profiles at variable electrode potential and
solution pH to show quantitatively the likely coexistence of multiple-phase areas and diffuse phase boundaries.
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INTRODUCTION
Magnetic transition metals (mTM= Cr, Mn, Fe, Co, and Ni) are
among the most important elements for human civilization.
Numerous mTM alloys and compounds have been applied broadly
and frequently throughout history. Various conventional mTM-
based structural alloys (e.g., Fe and Ni alloys) are widely used in
many low- and high-temperature fields, including civilian tools,
construction frameworks, biocompatible alloys,1–3 gas turbines,4–6

and nuclear-power equipment,7–9 owing to their excellent
mechanical properties, environmental benignity, and oxidation
and corrosion resistances. Superior mechanical properties are also
present in mTM-based high-entropy alloys,10–12 and their corro-
sion resistance is under intensive investigation due to its
importance.13,14 A variety of mTM metals, oxides, and (oxy)
hydroxides are superior materials for photonic and electrochemi-
cal catalyses (e.g., water splitting and pollutant decomposition).15–18

In addition, electrode materials based on mTM (hydr)oxides are
utilized in electrochemical capacitors19–21 and rechargable
lithium/sodium-ion batteries.22–24 Last, mTM oxides find promis-
ing application in nonvolatile resistive random access
memory.25,26

Electrochemical stability is among the most critical factors
determining the applications of materials in biological, marine,
and civilian fields. The stabilities of mTM metals and their
compounds against continuous corrosion and oxidation are one
of the prerequisites for systems-level integration of new materials

in aqueous and humid environments. On the other hand, the
synthesis and optimization of many functional materials (e.g.,
metal–organic frameworks,27 TiO2,

28,29 and TM (hydr)oxides18) in
aqueous solutions require accurate knowledge about the electro-
chemical behaviors of related compounds. The electrochemical
stabilities of materials can be effectively understood and predicted
from a Pourbaix diagram30—thermodynamic phase maps indicat-
ing the equilibrium phases of a material system spanning a space
defined by electrode potential and solution pH.
Simulating a Pourbaix diagram requires the free energies of

formation (ΔfG) of all the involved species (the metal, its
compounds, and the associated aqueous ions). Although the
experimental ΔfG (or chemical potentials) for the most common
aqueous ions (e.g., X2+ and X3+, X= Cr, Mn, Fe, Co, and Ni) usually
have a relatively small uncertainty (~0.02 eV/ion), those for many
solid compounds may have large uncertainties (e.g., δ ~ 1.6 eV per
formula unit (f.u.) for Co3O4) or are not available (e.g., ΔfG of Cr3O4

is undetermined). Supplementary Information (part D) contains
our collected ΔfG data of mTM compounds and their aqueous ions
from various databases. In addition, there are many unavoidable
technical or physical limitations imposed by experiment, for
example, fierce combustion, defect contamination, uncontrolla-
ble/unmeasurable hydration, and solution filtering, which can
result in large uncertainties (inaccuracies) in the extracted
experimental ΔfG values.31 Indeed, the Ti and Ni Pourbaix
diagrams simulated using experimental ΔfG values are found to
be inconsistent with various direct electrochemical
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phenomena,31,32 which have been ascribed to the inaccuracies in
the free energies of formation. Furthermore, some of the
important compounds presenting potential and pH-dependent
stabilities may exhibit structures that are poorly or difficult to
characterize (e.g., NiOOH31,33) or remain to be determined by
experiment (e.g., Cr3O4, Cr(OH)2, FeO2, Co2O3, Co(OH)2, and Ni3O4

34).
Alternatively, state-of-the-art density-functional theory (DFT) can
be used as a reliable approach to assess the most stable structures
and determine accurate thermodynamic energies. Such structures
and thermodynamic energies can then be utilized to obtain
reliable Pourbaix diagrams that completely account for various
electrochemical observations.31–33

Here, we develop a high-throughput ab initio approach to
rapidly assess many possible structures and magnetic states of
mTM compounds, using efficient DFT methods, and then
accurately calculate ΔfG data for the most stable phases, using
expensive high-level DFT methods to produce reliable
mTM–Pourbaix diagrams. We compare our DFT Pourbaix diagrams
with directly observed electrochemical, geological, and biomag-
netic phenomena on mTM-based metals and compounds to
comprehensively demonstrate the high accuracy of our fully ab
initio scheme. In addition, we reveal many chemical trends
appearing across both the ΔfG data and Pourbaix diagrams.
Finally, we compute condition-dependent probability profiles for
the mTM metals, compounds, and aqueous ions to further
establish structure–electrochemical property relationships.

RESULTS
Thermodynamic principles
The electronic formation energy (Δfεe) of a mTM compound
(XnOmHl) is calculated as

Δf εe ¼ εeðXnOmHlÞ � nεeðXÞ �m
2
εeðO2Þ � l

2
εeðH2Þ; (1)

where εe is the total electronic energy obtained from DFT, and the
elemental X (=mTM), O2 molecule, and H2 molecule are the
reference species. At finite temperatures, the total free energy
(Gtot) of a solid or molecular gas is expressed as

GtotðTÞ ¼ εe þ GT ðTÞ; (2)

where GT is the temperature-dependent component that consists
of contributions from atomic vibrations (including zero-point
energy), electronic excitation (exclusively in metals), and mole-
cular rotation and translation in the diatomic O2 and H2 gases.
Here, we use the standard state O2 and H2 gases at 298.15 K and
1.0 bar as the reference species, and their GT values are obtained
by summing their zero-point vibrational energies (calculated
herein from DFT) and free-energy drops from 0 to 298.15 K
(measured in experiment35). The GT values of the mTM
compounds are derived from the phonon spectra calculated
from DFT.
The standard free energy of formation (ΔfG) of a mTM

compound is calculated as

Δf GðTÞ ¼ Δf εe þ ΔGT ðTÞ; (3)

where the thermal correction ΔGT is obtained in a similar manner
as given by Eq. (1), with the εe values therein replaced by the
corresponding GT values here. The standard chemical potential of
a solid (μs) equals its ΔfG value, i.e., μs= ΔfG.
For aqueous ions, the concentration-dependent chemical

potential of an aqueous ion I (μI) is calculated from its standard
chemical potential (μ0, at 298.15 K, 1.0 M, and 1.0 bar, pH= 0)
using

μI ¼ μ0 þ RT lnð½I�Þ; (4)

where, R is the gas constant (8.314 J⋅mol−1⋅K−1), μ0 is obtained
from the experimental databases, and [I] is the aqueous-ion

activity that is approximated to be its concentration. In aqueous
environments, the relative electrochemical stabilities between
different species (e.g., metals, oxides, hydroxides, oxyhydroxides,
and aqueous ions) are described by their chemical potentials of
reaction (Δμ), which are calculated using the reaction paths that
connect all of the considered species (see Supplementary
Information, part E).

High-throughput approach
Our high-throughput DFT approach is based on the following
considerations: first, efficient DFT methods can be used to quickly
determine the most stable structures among all the possible
structures. Second, precise but expensive DFT methods utilizing
higher-level density functionals can be used to calculate accurate
ΔfG values of these stable structures. Finally, the obtained ΔfG
values can be used to construct Pourbaix diagrams. This
simulation scheme is implemented as a high-throughput ab initio
workflow, Fig. 1, consisting of five major parts described next.
Details of the DFT methods utilized in this work are described in
the Methods section, and include the use of the LDA, GGA (PBE
and PBEsol), metaGGA (RTPSS and MS2), and hybrid (HSE06)
functionals.
The first major part is “Fast DFT Structural Screening”, which

consists of five steps (boxes) described below: the boxes labeled
“Structure database” and “Collect possible structures in Cr, Mn, Fe,
Co, Ni compounds” in Fig. 1 show that the many possible structures
for the mTM oxides, hydroxides, and oxyhydroxides are obtained
from the Inorganic Crystal Structure Database34 as well as the
literature.33 There are 26 different compound structures collected
(Supplementary Table S1), and the cations in these structures are
successively substituted by the 5 mTM elements to sample the
structure-composition space, resulting in 130 (=5 × 26) structures
in total.
As indicated by the “Set various initial magnetic states for each

structure” box, at least three initial magnetic configurations (e.g.,
nonmagnetic, ferromagnetic, and antiferromagnetic) are consid-
ered to determine the ground-state magnetic structure for each
phase. In some compounds (e.g., X3O4 and XOOH), the finally
calculated magnetic configurations may be ferrimagnetic or
another complex order, for which we still simply use FM or AFM
to conveniently indicate the magnetic coupling character
between the neighboring cations therein. In some complex
structures (e.g., defective X3O4 and layered X2O3), there may be
at least two or three inequivalent AFM configurations requiring
sampling. Thus, there are ≈4 magnetic configurations for each
structure on average, resulting in a total of ~520 structure-
magnetism configurations to consider.
The next step in the screening scheme uses the efficient PBEsol

functional first to fully optimize the lattice constants and atomic
positions of all 520 structure-magnetism configurations, which are
followed by further optimizations at the MS2 level (“Calculate
PBEsol & MS2 energies,” Fig. 1). Thus, there are about 1,040 DFT
structural optimizations in the structural screening step. At a
specific chemical composition, we find that both PBEsol and MS2
give the same relative stabilities among different polymorphs
(Supplementary Table S1).
The final step in the screening procedure is to “Select the most

stable structures” with the lowest electronic energy for each
composition. These phases are then used as inputs for additional
more advanced DFT calculations to obtain higher-accuracy
electronic energies and vibrational free energies. We are
conservative in our down-selection process, and also include
one to four metastable configurations for the next step, which
further justifies that our assignment of the relative stabilities
among polymorphs from PBEsol and MS2 is the same as those
from the higher-level hybrid functional HSE06.
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Furthermore, we note that for transition-metal systems with
localized 3d orbitals, the electronic exchange potentials in
conventional DFT methods (e.g., LDA and GGA) may need
improvement due to the delocalization error therein.33,36,37 An
efficient alternative to the computationally expensive hybrid
functional with exact electronic exchange (e.g., HSE06 used here)
is the so-called DFT plus Hubbard U (DFT+ U) method with a
static mean-field on-site Hartree–Fock approximation,36,37 which
has an efficiency equivalent to that of a GGA functional and is
quite useful for large-scale computation of lattice and thermo-
dynamic energies of complex materials. The DFT+ U method,
however, usually requires the experimental compound free
energies of formation, ΔfG values, as the energetic references to
fit both the tunable parameter U and the ad hoc energetic
correction to the O2 molecule,38–41 where the fitted U for a
transition-metal cation may also depend on its coordination
number and anion type.41

In simulating electrochemical phase diagrams, the DFT+ U
method additionally requires ad hoc energetic corrections to the
important aqueous ions to reproduce the dissolution energies of
compounds, as derived from experimental characterizations.42–44

Therefore, when using the DFT + U method, it will involve
complicated ad hoc numerical processing, and the quality of the
simulated electrochemical phase diagrams will also rely on the
accuracy and availability of the experimental energies. For these
reasons, we do not consider the DFT + U method here, which was
frequently used in earlier simulations of Pourbaix diagrams and
are only as accurate as the experimental energies they repro-
duce.42–44 This aspect makes assessment of calculated Pourbaix
diagrams to direct measurements important as we show here.
The second major part “Accurate DFT Free Energies” consists of

three boxes as described here. We use the most stable structures
to recalculate the electronic formation energies Δfεe using HSE06
(“Calculate Δfεe using HSE06”). Phonon spectra for these phases are
computed from DFT, using the efficient PBEsol functional
(“Calculate ΔGvib using PBEsol”), which is sufficiently accurate to
obtain reliable vibrational free energies (Gvib) and vibrational
formation free energies (ΔGvib) of solids.

32,45 In addition, other DFT
methods (i.e., LDA, PBE, and RTPSS) are also used to calculate the
functional-dependent Δfεe values (Supplementary Tables S2–S6).

Accurate ΔfG values at standard conditions (298.15 K and 1.0 bar)
are derived using the HSE06 Δfεe and PBEsol ΔGvib data (from Eq.
(3)). The obtained ΔfG values are then assigned as the standard
chemical potentials (μs) of the mTM compounds (“Calculate μs=
ΔfG”). The aforementioned DFT ΔfG data appear in Supplementary
Tables S7 and S8. The experimental values are given in
Supplementary Tables S9–S14.
The third major part “Experimental Data of Aqueous Ions”

consists of three steps. Rather than computing the chemical
potentials of the aqueous ions involved in the electrochemical
phase diagrams, we first “List relevant aqueous ions” and then
tabulate their standard chemical potentials (μ0) by collecting them
from various experimental databases (“Collect experimental stan-
dard chemical potentials (μ0)’’, Fig. 1). Based on the collected μ0

values (Supplementary Tables S9–S14), the μI values at any
specified [I] are calculated using Eq. (4) (“Calculate μI at specified
[I]”).
The fourth major part “Reaction Thermochemical Formula”

consists of two boxes. Apart from the calculated and collected
chemical potentials, the relevant formula and numerical solvers
are required to model the electrochemical thermodynamics.
Regarding the former aspect, we list the reaction paths that
connect all of the solids and aqueous species (“List relevant
reaction paths”), based on which the dependencies of the
chemical potentials of reaction (Δμ) on electrode potential V
(with respect to the standard hydrogen electrode, i.e., VSHE) and
solution pH are formulated (“Formulate Δμ(V, pH) using Nernst
equation”). All Δμ(V, pH) formula for the considered reaction paths
are available in Supplementary Information (part E).
The fifth major part is the “Final Numerical Modelling” consisting

of three steps. As indicated by the box of “Generate a discrete
phase space spanned by V and pH”, prior to the diagram modelings,
a dense descrete numerical grid (400 × 400) is used to precisely
describe the complete range of phase space of interest. Here, we
focus on VSHE ∈ [−2, 3] V and pH∈ [−2, 16]. Next, the calculated μs
and μI values for all of the mTM species (i.e., metals, oxides,
hydroxides, oxyhydroxides, and aqueous ions) are used as inputs
into the Δμ(V, pH) formula, and their relative Δμ values at each
numerical grid point are calculated (“Calculate Δμ(V, pH) within the
specified phase space”). From this assessment at each grid point,
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most stable
structures

Structure
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Fig. 1 The workflow of the high-throughput ab initio approach utilized herein to generate accurate Pourbaix diagrams (see the section High-
throughput approach for details). This workflow can also be directly used to simulate the Pourbaix diagrams of materials other than the mTM-
based ones, and for nonmagnetic materials (e.g., Ti metal and oxides32), the calculations of different magnetic states are not required
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the most stable chemical form is identified. Last, a Pourbaix
diagram is generated after scanning the complete numerical grid.
Although only mTM-based materials are studied here, this high-

throughput ab initio approach (as depicted in Fig. 1) can be
directly applied to simulate the ab initio Pourbaix diagrams of
many materials other than the mTM-based compounds. In
addition, for many nonmagnetic materials, (e.g., Ti metal and
oxides32), it is unnecessary to perform the complex magnetic-state
screening step required in this work.

Data presentation
The calculated electronic formation energies (Δfεe) and free
energies of formation at the standard condition (ΔfG at 298.15 K
and 1.0 bar) for the mTM oxides, hydroxides, and oxyhydroxides
are shown in Fig. 2. The ΔfG values per atom (Fig. 2b) indicate the
relative stabilities among the component compounds in a sample
with a fixed global composition. The ΔfG values per cation (Fig. 2c)
can be used to derive the relative stabilities among the
compounds when in contact with a reactive environment, e.g.,
an O2 (and/or H2) atmosphere or an aqueous solution. Indeed, the
DFT-calculated ΔfG values per cation are used in the simulation of
the mTM–Pourbaix diagrams (Fig. 3), which are also compared
with the diagrams simulated using the experimental (Expt) ΔfG
values.
In addition, we will use the mTM compound and aqueous-ion

ΔfG chemical trends (Figs 2c, 4) to explain the chemical trends in
the Pourbaix diagrams (Fig. 3). Detailed DFT and Expt ΔfG data can
be found in Supplementary Information (part A–D). We also
consider any possible precipitation of metastable phases at
various electrochemical conditions by analyzing probability profiles
for all of the mTM species at variable pH and VSHE (Fig. 5). These

data are also useful for understanding the synthesis, characteriza-
tion, and application of the related materials in aqueous
environments.

Thermodynamic energies
The Δfεe and ΔfG per atom data can indicate the intrinsic stabilities
of materials, and be readily explained using microscopic electronic
structure-based models. They are also widely used to describe the
thermodynamic stabilities of numerous alloys.46,47 The observable
difference of 0.1 –0.3 eV per atom between any Δfεe (Fig. 2a) and
its counterpart ΔfG (Fig. 2b) indicates the considerable destabiliz-
ing thermal effects. Such thermal effects, however, do not alter
any chemical trends, i.e., the relative stabilities among different
compositions of a mTM or between different mTM compounds at
the same O (and H) compositions. Nonetheless, inclusion of the
thermal effects is required for the precise simulation of thermo-
dynamic and electrochemical phase diagrams.
Figure 2a, b shows that Δfεe (and ΔfG) generally increase with

increasing the number of 3d electrons (n3d: Cr < Mn < Fe < Co <
Ni). MnO and Mn(OH)2, however, are an exception to this trend;
these two compounds are lower in energy than CrO and Cr(OH)2,
respectively. We ascribe the general decrease in compound
stability to the variation of the 3d-orbital physics47–49 as follows:
first, the 3d orbitals become more localized and lower in energy
with increasing nuclear charge; therefore, both the intra-atomic
orbital hybridization and interatomic electron transfer become
less energetically favorable, resulting in the decreased strength of
the covalent–ionic mTM–O bonds,33 i.e., decreased stability.
Second, the 3d orbitals are close to half filling for Cr and Mn.
The further addition of electrons will lead to the pairing of spins to
form spin singlets, which also makes the mTM atoms less sensitive
to changes in bonding.
Interestingly, MnO and Mn(OH)2 (Fig. 2b), as well as the aqueous

Mn2+ ion (Fig. 4d) have unexpectedly low ΔfG values, which we
again ascribe to the orbital character of the Mn(II) cation. For an
atom with half-filled d orbitals (i.e., with the largest number of
unpaired 3d electrons), the electronic structure is especially
sensitive to the coordination environment, leading to coordina-
tion flexibility and low stability. This is further supported by
another abnormal behavior of elemental Mn: it exhibits a distorted
BCC* structure (α phase34), which is not anticipated from the
structural trend (HCP–BCC–HCP–FCC) for the TM elements in the
same 3d row.47,49

Figure 2a, b also shows that upon going from Cr to Ni, the
nominal cation valence of the most stable oxide decreases from
+3 (Cr2O3), to +2.67 (Fe3O4 and Mn3O4) and +2.0 (CoO and NiO).
We attribute this behavior to the increased mTM electronegativity,
i.e., the less-favored interatomic electron transfer mentioned
above. The relative stability of the mTM oxyhydroxides (XOOH)
with respect to hydroxides (X(OH)2) also decreases from Cr to Ni,
due to the same increased mTM electronegativity.
The aforementioned chemical trends for mTM compounds can

help to predict and understand various thermodynamic and
electrochemical phenomena, and provide much insights for the
design, synthesis, and application of related materials. To fully
quantitatively understand the electronic mechanisms underlying
these chemical trends, an in-depth and comprehensive investiga-
tion into the orbital properties (e.g., energy level, occupation,
hybridization, and bonding) of the TM atoms in the various
coordination environments is required. We do not address these
issues further, but rather focus on compound stability in aqueous
environments in the form of electrochemical phase diagrams.
In realistic situations, the compounds are always in contact with

a reactive environment, e.g., in an O2 (plus H2) atmosphere. Under
such conditions, the oxidation of a metal (X) is described by the

-2.4

-2.0

-1.6

-1.2

-0.8

-0.4
Δ f

e
(e
V
pe
ra
to
m
)

Ni

Cr
Mn
Fe

Co

-7

-6

-5

-4

-3

-2

-1

Δ f
G
(e
V
pe
rc
at
io
n)

X(OH)2 XOOHXO2X2O3X3O4XO

Ni

Cr
Mn
Fe
Co

-2.4

-2.0

-1.6

-1.2

-0.8

-0.4

Δ f
G
(e
V
pe
ra
to
m
) Ni

Cr
Mn
Fe

Co

298.15 K
1.0 bar

298.15 K
1.0 bar

3.02.04.03.02.72.0(a)

(c)

(b)
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Fig. 3 The experimental (Expt) Pourbaix diagrams (½I� ¼ 10�6 M) and DFT Pourbaix diagrams (½I� ¼ 10�6 and 10−2 M). The two inclined parallel
blue dashed lines indicate the electrode potentials for the oxidation (2H2O� 4e� ! O2 þ 4Hþ , upper) and reduction
(2H2Oþ 2e� ! H2 þ 2OH� , lower) of water. The phase domains for some secondary phases (e.g., Cr2O3, Mn2O3, Fe2O3, FeO, Co(OH)2, and
Ni(OH)2 as labeled in brackets) are also indicated by their red dotted boundaries
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reaction path

n � Xþm
2
� O2 þ l

2
H2 ! XnOmHl ;

whereas in an aqueous solution, the dissolution of a compound is
described by

XnOmHl ! n � X2þ þm � H2Oþ ðl � 2mÞ � Hþ þ ðl � 2mÞ � e� :
In this later scenario, the ΔfG values are specified per cation, Fig. 2c,
rather than per atom to assess the relative stabilities among all of
the involved mTM species (metal, compounds, and aqueous ions).
Then the ΔfG values per cation, electrode potential, and solution
pH should be simultaneously considered to clearly understand the
Pourbaix diagrams presented in the following section.

Pourbaix diagrams: general trends
The mTM–Pourbaix diagrams at a moderate [I] of 10−6 mol/L
(10−6 M) simulated using Expt and DFT ΔfG values are compared
in Fig. 3 (left and center columns). In electrochemical experiments,
[I] is usually not controlled and characterized; thus, the DFT
Pourbaix diagrams at [I]= 10−2 M are also provided in Fig. 3 (right
column). The Pourbaix diagrams at [I]= 10−2 M are also useful for
the experimental synthesis of related compounds through
solution precipitation, where a relatively high [I] should be
required (DFT Pourbaix diagrams constructed for a broader range
of [I], from 10−8 to 10−2 M, are also provided in Supplementary
Fig. S2). In addition, some compounds such as Cr2O3, Mn2O3,
Fe2O3, FeO, Cr(OH)2, and Ni(OH)2 with secondary electrochemical
stabilities find importance in numerous realistic applications; for
that reason, we also calculate their phase domains by excluding
the more stable phases in the DFT Pourbaix diagrams found in the
center and right panels of Fig. 3.
In a Pourbaix diagram, the domains consisting of the metal, its

compounds, and aqueous ions are called immunity, passivation,
and corrosion domains,30 respectively. We find in the DFT Pourbaix
diagrams that the relative stabilities (i.e., phase domains) of the
passivating compounds increase with increasing [I] in Fig. 3a–e
(center and right columns), due to the decreased stabilities of the
aqueous ions (by Eq. (4)). The critical pH value at the left (right)
passivation-domain boundary generally decreases by ~2
(increases by ~4) with increasing [I] by 104 times. The phase
areas at low electrode potentials (VSHE) are always occupied by
mTM metals, and the mTM compounds and aqueous ions with
more oxidized mTM are stabilized with increasing VSHE. For
example, there is a phase transition of Co→ CoO/Co(OH)2→
Co3O4→ CoOOH→ CoO2 (Fig. 3d). This electrochemical trend is
ascribed to the behavior of the positively (negatively) charged

electrode, which extracts electrons from (introduces electrons
into) the materials, making them more oxidized (reduced).
In the Pourbaix diagrams of Cr, Mn, and Fe (Fig. 3a–c), the high-

VSHE areas are occupied by complex aqueous ions with highly
oxidized mTM (e.g., [XO4]

2−). However, these aqueous ions are
absent in the Pourbaix diagrams of Co and Ni (Fig. 3d, e), because
the data for [CoO4]

2− and [NiO4]
2− ions are unavailable and thus

are not considered in our simulations. This lack of data could be
related to the decreased aqueous-ion stabilities upon going from
Cr to Ni (Supplementary Table S14), making it challenging or even
impossible to detect the [CoO4]

2− and [NiO4]
2− ions at high

voltages in electrochemical experiments. Nonetheless, the most
common aqueous ions (i.e., X2+ and X3+) can be used to
understand the energetic trend for aqueous ions from Cr to Ni.
Figure 4d depicts their ΔfG values, revealing an obvious general
increasing trend, except for the abnormal dip at Mn2+. This
energetic trend for aqueous ions and the special behavior of Mn2+

are similar to those described above for the solid-state
compounds and thus are likely governed by the same electronic
mechanisms.
Upon moving from Fe to Co, and Ni, the electrochemical phase

domains of XO and X(OH)2 expand toward higher VSHE (Fig. 3c–e).
This trend occurs because the stabilities of other compounds (e.g.,
X2O3 and XOOH) decrease much faster than those of XO and X
(OH)2 (Fig. 4a–c). The appearance of MnO and Mn(OH)2 in the Mn
Pourbaix diagrams (Fig. 3b) arises from their unexpected low ΔfG
values (see Figs 2a, 4a). In the DFT mTM–Pourbaix diagrams, the
nominal cation charge of the most favored mTM compound at
VSHE ~ 0 generally increases, e.g., from CrOOH to Mn3O4, Fe3O4,
CoO, and NiO, due to the different destabilizing rates for the
compounds with different cation charges (Fig. 4a–c).
In the following sections, we demonstrate the advancement of

our high-throughput ab initio method in simulating accurate
mTM–Pourbaix diagrams ranging from Cr to Ni, which in some
cases have been lacking for over 50 years. Assessments are made
in detail with various electrochemical phenomena directly
observed in recent decades. An explicit comparison of the
improvement enabled by our approach is provided for the Ni
Pourbaix diagram, which is shown together with many electro-
chemical observation results in Supplementary Fig. S3. As
described earlier, the mTM-based materials have been widely
used in numerous fields (e.g., structural materials, catalysts,
electrode materials, and electronic devices), where the materials
always closely contact with different aqueous environments
during their synthesis and exploitation. Thus, precisely knowing
their electrochemical phase stabilities can be highly helpful for
designing materials, optimizing the synthesis and application
conditions, and controlling material phases and properties.

-3

-2

-1

0

1

2

3

4

Cr Mn Fe Co NiCr Mn Fe Co Ni Cr Mn Fe Co Ni
-7

-6

-5

-4

-3

-2

-1

0

Δ f
G
(e
V
pe
rX
)

Cr Mn Fe Co Ni

(a) (d)(c)(b)

Fig. 4 The free energies of formation Δf G values for mTM compounds and aqueous ions. The experimental data are collected from many
databases30,35,124–131 (see the detailed data in the Supplementary Information, parts A–D)
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Cr Pourbaix diagrams
The experimental (Expt) and our DFT Cr Pourbaix diagrams exhibit
quite similar phase domains for Cr2O3 (Fig. 3a, left and center
panels), owing to the closeness in the free energies of formation
(Fig. 4c). This good theory–experiment agreement is ascribed to
the high thermodynamic stability (large ΔfG) of Cr2O3, which
serves to suppress defect generation during the combustion
process in thermodynamic experiments used for estimating ΔfG
(as discussed in the Introduction). Thus, the contaminating effect
of defects is largely minimized in the experimental ΔfG of Cr2O3.
Cr2O3 is a ubiquitous oxide readily formed on various alloys, e.g.,

steels,50 under atmospheric conditions. However, it is well known
that Cr2O3 never forms on Cr in aqueous solutions, but its hydrous
counterparts (CrOOH and Cr(OH)3) appear as the passivating
compounds, as detected in several electrochemical experi-
ments.51–53 Cr(OH)3 is a highly hydrated material consisting of
molecular Cr(OH)3 units, and its structure still has not been well
characterized. For these reasons, we do not considered it explicitly
in Fig. 3a. The reason Cr(OH)3 will form initially on Cr metal in
solutions is probably due to its higher kinetic activity, whereas
CrOOH will gradually grow beneath the outer Cr(OH)3 layer,53

indicating the higher electrochemical stability of CrOOH. There-
fore, CrOOH should be the stable phase in aqueous solutions, and
both Cr2O3 and Cr(OH)3 should appear as metastable phases. This
assessment is consistent with our DFT Cr Pourbaix diagrams (Fig.
3a, center and right panels), whereas the experimental Cr Pourbaix
diagram reveals a much smaller phase domain over which Cr2O3 is
stable (Fig. 3a, left panel).
CrOOH precipitates are widely observed in solutions at pH≳

3,53–57 which is consistent with the boundary between CrOOH and
Cr3+ at pH 2 ~ 3.5 and VSHE ~ 0 V in the DFT diagrams (Fig. 3a,
center and right panels). The hydrous Cr2O3 (e.g., CrOOH) formed
in aqueous solutions transforms into the anhydrous Cr2O3 only
upon heating at temperatures ≳700 K.55,57 In addition, the
formation of anhydrous Cr2O3 (not CrOOH) underneath an outer
Cr(OH)3 layer has been observed on 254 MO stainless steels
(Fe–20%, Cr–18%, and Ni–6% Mo, in wt.%).58 These corrosion
processes likely originate from the kinetic and/or thermodynamic
effects of the other alloying elements on the electrochemical
stabilities of Cr2O3 and CrOOH. Such interactions still require

further detailed experimental and theoretical investigations to
understand the microscopic mechanisms governing the appear-
ance of these phases.

Mn Pourbaix diagrams
Mn oxides (e.g., Mn3O4, Mn2O3, and MnO2) have promising
application in water electrolysis, due to their favorable catalytic
reactivity under electrochemical conditions, and these oxides
always coexist in experimentally synthesized samples.59–63 This is
well explained by the calculated ΔfG values per cation (Fig. 2c),
and their small differences indicate the similar thermochemical
stabilities of these oxides in contact with a dry/aqueous
environment. However, Mn (hydr)oxides present serious adverse
dissolution problems in aqueous environments,20 which should be
due to their low electrochemical stabilities, as indicated by their
relatively small or absent phase domains in both the experimental
and DFT Mn Pourbaix diagrams (Fig. 3b). In contrast, the layered
MnO2 compound is readily stabilized by intercalation with the
alkaline cations (e.g., Li, K, and Ca) from aqueous solutions.59,60,64

An early experiment using X-ray diffraction65 observed in
solutions with [I]≲ 10−2 M that (1) at T ~ 298 K, only Mn3O4 is
present at pH 8.5–9; (2) at T≳ 310 K, Mn3O4 appears at pH down to
7; (3) at T∈ (283, 290) K, Mn3O4 and MnOOH coexist at pH 8.0–8.5;
and (4) at T ~ 273.6 K, only MnOOH occurs at pH 8.5~9.0. These
observations were later confirmed using multiple probes, includ-
ing high-resolution X-ray diffraction, Raman spectroscopy, and X-
ray photoelectron spectroscopy.66 In those experiments, MnOOH
or/and Mn(OH)2 was found to initially precipitate and then
transform into Mn3O4 in solutions with [I]≲ 10−4 M and pH 10. It
should be noted that precisely distinguishing MnOOH from Mn
(OH)2 in experiment is nontrivial, due to their similar layered
structures and the uncontrollable degree of hydrogenation.33 The
initial formation of MnOOH/Mn(OH)2 is ascribed to the high kinetic
activity that may be due their layered structures—the oxidation of
metals in solutions always initiates with the adsorption of OH
radicals.67–70

We can conclude from these electrochemical observations that
MnOOH/Mn(OH)2 is an intermediate precipitate, and it will
spontaneously convert into more stable Mn3O4 at temperatures

Fig. 5 Probability profiles for the mTM compounds and species with respect to (left column) pH (VSHE ¼ 0 V) and (right column) VSHE (pH= 7)
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≳283 K, while this kinetic transition will be deactivated at lower
temperatures (<283 K).65 Indeed, the Mn3O4 domain appears as a
major field in the DFT Mn Pourbaix diagrams (Fig. 3b, center and
right panels). Furthermore, Mn3O4 is observed to be stable in
solutions with pH≳ 8.5 and [I] 10−2–10−4 M,65,66 which also
strongly supports the DFT-determined phase boundary at pH
8.5~9.5 (VSHE ~ 0 V). In addition, an operando X-ray absorption
near-edge structure (XANES) spectroscopy63 has recently been
performed and observed the oxidation of Mn3O4 at 0.2–0.4 V in a
solution with pH= 14. This result is also consistent with the upper
phase boundary of Mn3O4 at 0.3–0.4 V in the DFT-simulated Mn
Pourbaix diagrams.
In the DFT Mn Pourbaix diagrams, Mn(OH)2 only has a negligibly

small phase domain at pH ~ 11.5 when [I] is as high as 10−2 M, and
MnOOH is totally absent. These aspects are consistent with the
experimentally observed intermediate roles played by Mn(OH)2
and MnOOH. According to Pourbaix diagrams obtained using
experimental free energies of formation, however, stable Mn(OH)2
is expected to persist at pH values >8.7 in a solution with [I]≲
10−2 M. In addition, MnOOH also presents an observable region of
phase stability at low anodic potentials ([I]= 10−6 M, Fig. 3b, left
panel). At a phase boundary, there is an inevitable thermodynamic
blurring (δpH ~ 1 at room temperature, discussed later in the
section Probability analysis) due to the nonzero probability for a
metastable phase at a finite temperature. Thus, Mn(OH)2
precipitates are expected to appear at a pH lower than the phase
boundary in the experimental Pourbaix diagram (at pH < 8.7).
These derived phenomena from the experimental Pourbaix
diagrams are clearly inconsistent with the above experimental
observations.

Fe Pourbaix diagrams
The most frequently observed Fe oxides are Fe3O4 and Fe2O3,
owing to their close thermodynamic stabilities (Fig. 2c) and the
fact that the less stable FeO phase is only possible under highly
reducing conditions, e.g., high H2 concentration.50,71 The major
discrepancy between the experimental and DFT Fe Pourbaix
diagrams appears as a difference in the relative stabilities between
Fe3O4 (magnetite) and Fe2O3 (hematite) as shown in Fig. 3c (left
and center panels). In addition, FeO is only observable in the DFT
diagrams (Fig. 3c, center and right panels).
Fe3O4 forms rapidly in various electrochemical experiments;

however, any direct formation of Fe2O3 has not been observed in
the Fe3O4 products.72–74 Fe2O3 is only obtained by further
oxidizing Fe3O4 using additional aeration plus heating.72,74 In
aqueous solutions, however, the formation of Fe2O3 may be
facilitated by other alloying elements or related oxides (e.g.,
stainless steel with Cr, Ni, and Mo58). It is the small difference in
the ΔfG values of these phases (Fig. 2c) that results in their readily
variable relative stabilities in different environments. These
electrochemical observations are more consistent with the DFT
Fe Pourbaix diagrams (Fig. 3c, center and right panels), where
Fe3O4 is more stable than Fe2O3 at VSHE ~ 0 V. Furthermore, solid
Fe3O4 is reported to be stable at pH≳ 3.5,72,73,75,76 which is also in
good agreement with its dissolution boundary at pH 4.5–3.0 in the
DFT diagrams. In contrast, the experimental Pourbaix diagrams
show that the dissolution boundary for the stable oxide (Fe2O3)
resides at pH 6.5–5.0, which is inconsistent with the observed
electrochemical boundary.
We also note that although Fe2O3 is more stable in the

experimental diagram (Fig. 3c, left panel), it has a phase domain
that is quite close to that of the metastable Fe2O3 in the DFT
diagram (Fig. 3c, center panel, dotted lines). This similarity
indicates that the experimental ΔfG of Fe2O3 is likely quite
accurate, while that of Fe3O4 is somewhat underestimated. The
inaccurate experimental ΔfG of Fe3O4 may be ascribed to the

uncontrollable defect concentration in defective Fe3O4 spinel
samples during combustion heat measurements.
Furthermore, regarding the relative electrochemical stabilities

between Fe3O4 and Fe2O3, available geological and biomagnetic
evidences also strongly support our DFT results. During the long-
term geological evolution of ultramafic rocks driven by aqueous
fluid, magnetite (Fe3O4) rather than hematite (Fe2O3) minerals
formed from primary olivine minerals.77 It should be the
electrochemically stable Fe3O4 in iron ore (i.e., lodestone, a
magnetite mineral) that is pervasive. Indeed, magnetite nanocrys-
tals have also been widely found in magnetotactic bacteria78,79

and under the upper-beak skin of homing pigeons.80 These
evidences clearly indicate the higher electrochemical stability of
Fe3O4 than that of Fe2O3, as revealed by our DFT Fe Pourbaix
diagrams. Our assessment here motivates additional measure-
ments to quantify the experimental accuracy of ΔfG(Fe3O4).
During the electrochemical oxidation of pure Fe with increasing

electrode potential (scan rate 0.04 V/s) in solutions with pH=
14,69,70,75 the reaction starts with the adsorption of OH on Fe
surface at VSHE ~−0.9 V. Next, the formation of FeO (and/or Fe
(OH)2) occurs at ≈−0.7 V and the further oxidation of the outer
(inner) FeO layer into Fe3O4 and/or Fe2O3 occurs at ≈−0.5 V
(≈−0.2 V). From our DFT Pourbaix diagrams for Fe (Fig. 3c, center
and right panels), we find that the Fe–FeO boundary at pH 14
resides at VSHE ~−1.04 V, which is a little lower than the observed
initial-oxidation potential of ~−0.7 V. This small difference (by
≈0.3 V) in oxidation potential is reasonable, because any effective
kinetic factor will tend to slow the oxidation process in
experiment. The different oxidation potentials for the inner and
outer FeO layers themselves are indicative of a non-
thermodynamic factor at play. In addition, the DFT FeO–Fe3O4

and FeO–Fe2O3 boundaries (at pH 14) reside at −0.99 and −0.5 V,
respectively, which are reasonably lower than the observed
oxidation potentials of FeO at −0.2 ~−0.5 V. In these early
voltammetric experiments, it was either not possible or exceed-
ingly difficult to distinguish between FeO and Fe(OH)2 (Fe3O4 and
Fe2O3). For this reason, we suggest that additional in situ
characterization of the samples be performed, e.g., using X-ray
diffraction (XRD), X-ray photoelectron spectroscopy (XPS), or
Raman spectroscopy, to better differentiate the phases present.
In addition to the consistency between our DFT Fe Pourbaix

diagrams and various electrochemical/geological observations,
the knowledge gained from our DFT diagrams can also help
correctly understand the oxide formation on Fe samples with
corrosion-resistant polymer coatings.81,82 The Bragg peaks
observed in the XRD patterns on such corroded samples were
ascribed to the Fe substrate, Fe2O3, and FeOOH;82 however, our
analysis indicates that Fe3O4 should form as the stable oxide
under electrochemical conditions. To assess the interpretation in
refs. 81,82, we examined the XRD patterns for standard Fe, Fe2O3,
Fe3O4, and FeOOH samples83–85 in detail and found that for the
corroded Fe samples with polymer coatings,82 the XRD peaks, can
be ascribed solely to Fe and Fe3O4. When the polymer
composition changes,81 however, XRD peaks consistent with the
formation of FeOOH appear. The FeOOH phase that appears may
be retained after the adsorption of OH (described above). It
remains unknown whether there exist any additional chemical or
voltaic-cell effects at the Fe/Fe3O4–polymer interface that alter the
stability of Fe compounds (e.g., FeOOH). Therefore, our DFT Fe
Pourbaix diagrams are useful for reinterpreting experimental
results and should motivate further experimental and theoretical
studies on the corrosion mechanisms for Fe-based materials.

Co Pourbaix diagrams
Based on various measurements using cyclic voltammetry,
ellipsometry, X-ray photoelectron spectroscopy, and Mössbauer
spectroscopy on the oxidation of Co metal in solutions with pH
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10 –14.4,68,86–89 it is known that (1) Co(OH)2 initially forms on a Co
surface; (2) CoO may grow underneath Co(OH)2, resulting in a
sandwich heterostructure of Co/CoO/Co(OH)2; and (3) CoO and Co
(OH)2 will transform into Co3O4 and/or CoOOH at VSHE at ≳0.3 V.
Given these experimental observations, we now assess the
experimental and DFT-simulated Co Pourbaix diagrams.
In the DFT Co Pourbaix diagrams (Fig. 3d, center and right

panels), CoO and Co(OH)2 are stable against dissolution into Co2+

in alkaline solutions, which is consistent with their formations on
Co surface at pH≳ 10 in experiment. In the experimental Co
Pourbaix diagram, however, the phase domain of CoO (and Co
(OH)2) is significantly undestimated to be within pH∈ (10.3, 11.0),
which is inconsistent with the observed passivation domain at pH
values >~10. In the observed Co/CoO/Co(OH)2 sandwich structure,
the initial formation of Co(OH)2 should be ascribed to the higher
kinetic activity for its formation, and the later growth of CoO
underneath Co(OH)2 indicates that CoO is thermodynamically
more stable than Co(OH)2 in solution. These conclusions strongly
support our DFT electrochemical results, where Co(OH)2 is a
metastable phase relative to CoO. According to the DFT Co
Pourbaix diagrams, a VSHE ≳−0.1 V is required to activate the
CoO–Co3O4/CoOOH transition at pH ≈ 14, which is close to the
experimental value (≳0.3 V). The deviation of ~0.4 V is reasonable
when considering the possible influence of kinetic effects.
In a recent experiment,90 in situ Raman spectroscopy was used

to characterize a Co electrode with deposited Co3O4, which was
then immersed into a solution at pH ~ 13. Here, it was found that
Co3O4 coexists with CoOOH at an initial 0.16 V, and a
Co3O4–CoOOH transition occurred upon increasing the anodic
potential. This experimental observation is also consistent with the
boundary at VSHE ~ 0 V in our DFT Co Pourbaix diagrams. In
another experimental measurement using extended X-ray absorp-
tion fine-structure (EXAFS) spectroscopy,91 CoOOH was observed
to be stable at VSHE ≈ 0.75 V in a solution at pH 7, which is
consistent with the stability of CoOOH at >0.3 V in the DFT
Pourbaix diagram.
In Yeo’s measurement,90 there is no evidence of Co(IV) (e.g.,

CoO2) up to 0.86 V. In an earlier measurement, however, using
Mössbauer spectroscopy,92 stable CoO2 (with intercalated Fe) was
observed at VSHE≳ 1.1 V and pH 8.5, which was further confirmed
by Kanan’s EXAFS measurement,91 i.e., a stable Co(IV) state exists
at VSHE ≳ 1.25 V and pH 7. These measured VSHE values for stable
CoO2 are obviously lower than the DFT ones by about 1.0 V, which
may be due to the stabilizing effects of some aqueous ions (e.g.,
Fe and Na) that can readily intercalate into the layered CoO2

structure. To that end, the effects of electrolyte composition and
possible intercalation for CoO2 are interesting topics for future
experimental and theoretical studies.

Ni Pourbaix diagrams
NiO and Ni(OH)2 are especially important for Ni-based corrosion-
resistant alloys, electrodes, and catalysts, and there are numerous
experimental observations reported that can be used to assess the
DFT Ni Pourbaix diagrams presented here. In the DFT Ni Pourbaix
diagrams (Fig. 3e, center and right panels), NiO exhibits a slightly
larger phase domain than the metastable Ni(OH)2, which explains
their ubiquitous experimentally observed coexistence in solu-
tions.31,67,93–96 Similar to the situation described above for Co,
initially, Ni surfaces will be passivated by Ni(OH)2, likely due to the
higher kinetic activity for its formation, which is followed by the
growth of NiO underneath,94–96 indicating the higher thermo-
dynamic stability of NiO as our DFT results show. In addition, NiO
and/or Ni(OH)2 are stable experimentally against dissolution at pH
≳ 4,31,67,93–106 which is consistent with their dissolution bound-
aries in the DFT Ni Pourbaix diagrams at pH 3–5 and 4–6,
respectively. However, in the experimental Ni Pourbaix diagram
(Fig. 3e, left panel), their phase stabilities are highly

underestimated, with Ni(OH)2 and NiO only stable over the pH
range from 9 to 12.
In various alkaline solutions at pH 13–15, the Ni(OH)2–NiOOH

transition is observed at VSHE 0.5~1.0 V, which is highly consistent
with their phase boundary at ~0.75 V in the DFT Ni Pourbaix
diagrams. In contrast, the experimental Ni Pourbaix diagram (Fig. 3e,
left panel), shows that both Ni(OH)2 and NiOOH are unstable at pH
of ~14, and the upper boundary of Ni(OH)2 resides only at ≲0.3 V.

Probability analysis
To better reveal more of the electrochemical subtleties of the
mTMs, their compounds, and aqueous ions, we calculate
probabilities with respect to VSHE and pH as31

Pi ¼
expð� Δμi

kBT
Þ

P
j expð� Δμj

kBT
Þ
;

where kB is Boltzmann constant, i and j index the species, and Δμ
depends on VSHE, pH, and [I] (fixed at 10−2 M here). Two types of
electrochemical conditions are considered here: first variable pH at
fixed VSHE (=0 V) and second, variable VSHE at fixed pH (=7) as
shown in Fig. 5. The calculated probabilities for the Cr, Mn, Fe, Co,
and Ni species within these two conditions at values ⩾10−6 would
indicate possible precipitation of the metastable species. It should
be noted that a decrease in probability by one order of magnitude
corresponds to an increase in Δμ by about 0.06 eV. Two
observations from these probability profiles can be discerned
that may be important for the mTM compounds under various
electrochemical conditions: phase-boundary blurring and coex-
istence of multiple (stable and metastable) phases.
First, at finite temperatures (e.g., 298.15 K), the probability P of a

stable phase exponentially decreases from 1 down to 0 upon
traversing a phase boundary from one stable domain to another.
Rather than an abrupt transition, finite temperature effects result
in a diffuse crossover or “thermodynamic blurring” of the phase
boundary (Fig. 5). This indicates that a detectable precipitation of
a metal/compound may occur at an electrochemical condition
beyond its domain of stability. If P= 1% is used as an approximate
cutoff criterion, then the mTM species generally exhibit the
aforementioned phase-boundary blurring effects (δ) of the order
δpH ≈ 1 and δVSHE ≈ 0.1 V. The thermodynamic blurring in VSHE is
much smaller, because the electrode potential more significantly
affects the reaction thermodynamics, especially when species with
different cation-charge states are involved. CoO, Co3O4, and
CoOOH have exceptionally large δpH values (≳2), because they
are quite close in electrochemical stability (Fig. 4a–c), resulting in
their comparable probabilities within a relatively large pH range
(Fig. 5g).
Second, within a phase domain or at a phase boundary, many

secondary metastable phases with observable probabilities can be
found (Fig. 5). Here, we list the domains with significant phase
competition: (1) Cr2O3 in the CrOOH domain; (2) MnO, Mn2O3, and
MnO2 in the domain (and at the domain boundaries) of Mn3O4; (3)
FeO, Fe(OH)2, and Fe2O3 in the domain (and at the domain
boundaries) of Fe3O4; (4) Co(OH)2 and Co3O4 in the domains (and
at the domain boundaries) of CoO and CoOOH; (5) Ni(OH)2 in the
NiO domain; (6) Ni3O4 and Ni2O3 at the NiO–NiOOH boundary.

DISCUSSION
In summary, we proposed a first-principles high-throughput
method to calculate reliable Pourbaix diagrams, which have
largely motivated us to understand various electrochemical
behaviors of mTMs (Cr, Mn, Fe, Co, and Ni) and their complex
compounds (e.g., oxides, hydroxides, and oxyhydroxides). In our
approach, a large number of structure-magnetism configurations
are screened using efficient DFT methods, and precise ΔfG values
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are calculated using high-level DFT methods for down-selected
configurations. Many chemical trends in the calculated ΔfG values
and Pourbaix diagrams were also uncovered. Last, we calculated
the probability profiles for mTM metals, their compounds, and
aqueous ions at different conditions, which has advanced our
understanding of electrochemical transformations.
The high accuracy of our DFT Pourbaix diagrams was

comprehensively supported by various electrochemical phenom-
ena observed over the past several decades, which justifies the
scheme implemented and motivates a careful reassessment of
some experimental energies used in the construction of electro-
chemical phase diagrams. We anticipate the wide applications of
these DFT Pourbaix diagrams in the design, characterization,
synthesis, and application of various mTM-based materials in
many future technological fields. Furthermore, there may be many
factors other than the bulk thermodynamics determining the
formations of mTM compounds in realistic (complex) situations,
e.g., kinetic activity, hydration, size effects, and substrate-induced
phenomena. We anticipate that the information obtained from
our ab initio Pourbaix diagrams and these thermodynamic
probability profiles will be especially helpful to qualitatively and
quantitatively determine the influence of such additional factors in
the future.

METHODS
There exist various density functionals to approximate the exact electronic
exchange-correlation interaction, and according to Jacob’s ladder for
DFT,107 they can be categorized into four tiers: (1) local-density
approximations (LDA), (2) generalized-gradient approximations (GGA), (3)
metaGGA functionals, which additionally include electronic kinetic energy
to improve the description of nonlocal electronic exchange, and (4) hybrid
functionals, which partially incorporate the exact nonlocal electronic
exchange. The rank-order increasing accuracy of these DFT methods is
LDA, GGA, and metaGGA, followed by hybrids at the expense of
computational efficiency in a decreasing rank-order LDA, GGA, metaGGA,
and hybrids.
The increased accuracy from the semilocal LDA and GGA functionals to

the nonlocal metaGGA and hybrid functionals is mainly ascribed to the
better approximated exchange potentials, e.g., the enhanced nonlocal
nature and remedied self-interaction error.33,108–114 To simultaneously
exploit both the accuracy and efficiency of DFT, different approximations
for the electronic exchange and correlation to DFT can be used to solve
different aspects of these complex problems. In addition, by comparing
the results from different DFT methods, it is possible to build insight into
both the performance of these methods and the underlying electronic
interactions in a material.
The DFT calculations for the structures and electronic energies of

magnetic transition metals and their compounds are performed using the
VASP code,115 where projector-augmented wave (PAW) pseudopoten-
tials116 are used to describe the electronic wavefunctions and potentials. In
the PAW pseudopotentials for the mTM-based materials with localized 3d
orbitals, we include the aspherical (ASPH) gradient corrections to the PAW
spheres to reduce the large energetic errors that may occur (e.g., δ≲
1.0 eV/f.u. in NiO). The cutoff energy for the plane-wave expansion is
600 eV. The reciprocal k grid is\20

a0
´ 20

b0
´ 20

c0
for the mTM compounds (a0, b0,

and c0 are the lattice constants scaled by unit of angstrom) and 12 × 12 ×
12 for the mTMs. Phonon spectra are calculated using the PHONOPY
code,117 where the small-displacement method118 is implemented. The
energy and atomic-force convergence thresholds for the self-consistent
DFT calculations are 10−7 eV and 10−3 eV/Å, respectively.
In this work, the LDA functional,119,120 GGA functionals (PBE121 and

PBEsol122), metaGGA functionals (RTPSS123 and MS2109), and hybrid
functional (HSE06113) are considered. In HSE06, 25% PBE electronic
exchange is replaced by a screened nonlocal Fock exchange (screening
length ~10 Å). Due to the two-body electronic exchange potential in
HSE06, two sets of reciprocal grids (e.g., k and k* grids) are required in the
calculations, and the second k* grid is set to be approximately 10

a0
´ 10

b0
´ 10

c0
.
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