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A
s a follow up to my January 2018 editorial outlining
some of the National Academy of Science engineering
challenges facing us in the 21st century, the next

editorial in this series1 explores the challenges faced in corrosion
modeling. Corrosion is a highly complex process involving
coupled chemical, electrochemical, sometimes biological, and
solid-state reactions. Both thermodynamic and kinetic factors
incorporating materials science, surface science, and environ-
mental and materials chemistry govern corrosion suscepti-
bility and the associated outcomes.2 Building on Part I of this
editorial series’ focus, on the multi-scale and multi-physics
nature of corrosion processes, we now explore the incorporation
of those processes with different stages of corrosion.

The difficulty in distilling complex corrosion behavior into
key descriptors of corrosion susceptibility that engineers can
use to guide materials selection, such as a pitting resistance
equivalency number applied to corrosion resistant alloys
(PREN)

3-6 or the chloride-to-sulfate mass ratio in the context of
lead pipe (CSMR),7-8 occurs because of the complexity of
corrosion and the many mechanisms, triggers, drivers, and
dependencies that control corrosion processes.9-10 In some
cases, there are no simple descriptors or there are too many
exceptions to make due with simple correlations (e.g., the
“Copson curve”12-13) reliably.14-16 Fortunately, it is no longer
necessary to rely on empirical parameters as descriptors of
corrosion. The corrosion field has developed and gone well
beyond “look and see” forensic type characterizations that
can guide rules of thumb. Sufficient theory and knowledge has
developed over the last 40 years to conduct modeling and
simulation of corrosion, which has occurred in many cases.

A recent survey showed 114 modeling and simulation
papers in CORROSION with 2 in the 1950s and about 10 per year
from 2016-2018.17 However, early models focused on the
details of corrosion at one or two length scales in isolation
without much attention to connection or integration across
length and time scales. This type of modeling has dominated the
corrosion field to date. The assumption (or hope) was made in
early models that factors elucidated at the scales of choice
governed overall corrosion behavior. Such an a priori as-
sumption is no longer necessary given advances in computing
power and the plethora of thermodynamic and kinetics models
now available that can consider various phenomena at various
length and time scales. The materials community has suc-
cessfully bridged length scales, embracing integrated compu-
tational materials design (ICME), but this accomplishment is
largely limited to static material properties18 that can be targeted
and only have to consider a few material tradeoffs.18-20 There

are many examples today of materials discovery and materials-
by-design using such approaches. However, capturing the
time-based evolution of properties remains a challenge at the
frontier in corrosion science and engineering.18,21 The cor-
rosion field can advance at an accelerated pace by further
connecting and integrating information at each scale to inform
the next scale. However, this alone is not enough.

A daunting challenge that still remains is incorporating the
stages of corrosion in modeling and simulation of every form of
attack. These stages mark the time dependency of corrosion
and must be considered to conduct successful ICME directed
toward both corrosion-oriented design as well as life predic-
tion. Further advances in both ICME and life prediction require
that materials, surface, and environmental attributes be
reassessed at each time step based on material-environmental
interactions. These stages and the material, environmental,
and physical factors that regulate them define damage evolution
seen in service and help find materials weaknesses pertinent
to design.

For years, corrosion scientists have recognized initiation
and propagation are distinct stages of most corrosion processes
and that there also exist special conditions for “transition”
between them. Often it has been stated that a lab or field test
is dominated by one stage or another. Such recognition is
desirable but by itself is inadequate. While an obvious question
is which stage dominates the useful lifetime or extent of
damage after a given time such as in a corrosion resistant
alloy (CRA)? There is no single answer.

The many stages of local corrosion, such as in the case of
pitting, are illustrated in Figure 1, which describes the possible
pathways of corrosion damage evolution for this mode of
corrosion. Each other mode of corrosion also has numerous
linked stages, much like those shown in Figure 1. Each stage, in
turn, has its own multi-scale physics laws (and mechanisms,
triggers, drivers, and dependencies).

One challenging aspect in this new frontier is to develop
models that can capture all of these stages. In other words, in
order to accurately model, predict, and simulate incubation time
and pit propagation, the best approach is to develop the
theories and governing physics to describe each process
along the critical path in appropriate detail to capture corro-
sion. If the model correctly captures the essential elements and
laws, it could be “exercised” in a sensitivity analysis to identify
the critical factors causing progression through the necessary
stages under a given set of conditions.

Consider a CRA that forms a passive film and is sus-
ceptible to undergoing local corrosion. CRAs first form passive
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films based on alloy composition and surface structure, which
form as island nuclei that coalesce, thicken, age, and break
down.22 Initiation can thus be further redefined in detail in-
cluding oxide formation, growth, and alteration by interaction with
the environment starting with Cl− adsorption and leading to the
development of defects and instabilities that are prone to pas-
sive film “trigger” or breakdown events.23-32 Any one of these
processes could define the overall incubation time for local
corrosion indicated by the dotted lines encompassing several
closely related stages in Figure 1. Incubation time may change
with drivers such as potential and temperature. Increasing
incubation times toward infinite values as a function of de-
creasing potential could define a potential threshold. Newly
formed pits may also be metastable and repassivate quickly or
instead satisfy the conditions to enable the transition to stable
propagation and enable more severe forms of attack. In this case,
the growth conditions and criteria for stability based on re-
action kinetics and a plethora of other parameters are what

determine pit survival.33-39 If a pit “survives and grows up,” a
range of consequences may follow. This is shown in Figure 1 by
the split in paths leading to repassivation and pit “death”
versus transition to stability and “pit growth” subsequently
growing into other modes of damage.

A current perspective is that highly resistant alloys and/or
exposure in less aggressive environments lead to situations
where oxide film breakdown is slow and rare, whereas pit
propagation is fast (often because of the high driving force
required to bring about breakdown and initiation).40 In contrast,
less resistant alloys with more defects in harsh environments
promote conditions where initiation occurs quickly and fre-
quently, enabled by many weak sites for initiation. The rate-
controlling step in this case is pit growth, controlled by
reaction rate behavior in pits. While there is general agreement
on existence of these stages, the importance of each stage is
still under debate, and no one model captures everything in a
quantitative working model.

Stages of Local Corrosion in a Corrosion Resistant Alloy
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FIGURE 1. Example of the many complex stages of corrosion, demonstrated in the case of localized corrosion of a corrosion resistant alloy
(CRA), where a passive film protects the alloy and local breakdown and localized corrosion occurs. The metallurgy and thermodynamics
establish the possible identity of the passive film and the thermodynamic driving force for its formation. The (blue) stages in the top row involve
passive film growth and interaction with the environment starting with Cl− adsorption, and leading to a variety of phenomena such as Cl−-
induced changes in surface energy, defect creation, and coalescence, which eventually enable breakdown events. Breakdown and metastable
pitting occur in certain environments, while certain high-rate corrosion processes occur, that either transition to stable pit growth or become
limited by metastable pitting and subsequently repassivation. At this point, the process starts over again with oxide film growth and possible
breakdown. However, if propagation continues and mature pits grow, then even more advanced modes of corrosion are possibly triggered that
can lead to other kinds of damage accumulation.
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The complexities of modeling CRAs provides a snapshot
of “where we are today” in terms of corrosion modeling. It is
difficult to predict component lifetime from theories, tests, and
models that only consider one stage or another. Additionally,
there is a critical need to deal with variations or statistical
distributions in the input factors and values utilized in governing
laws and physics at each stage. Essentially, corrosion lifetimes
may be regulated by rare events of low probability that create
extreme circumstances instead of the average properties.
Moving forward, the challenge for the corrosion community is to
address these sorts of issues in a rational way.

The future potential for corrosion research lies beyond
the frontier—it waits for us in areas like predictive modeling that
encompasses time-based evolution of properties, stages of
corrosion, and the variation in data, among others. Let’s continue
to explore these frontiers together with CORROSION.
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