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Abstract. Characterization of the structure of surfaces is very important in order to develop a fundamental 
understanding of the electronic, mechanical and chemical properties of a material. While transmission electron 
microscopy imaging (TEM) and diffraction (TED) techniques are capable of providing surface structural informa- 
tion at the atomic level, such data would be suspect if obtained under conventional vacuum conditions (10-6-10 -8 
Tort). Ultrahigh vacuum (UHV) conditions are imperative during both preparation and observation of clean sur- 
faces/interfaces. Conventional TEM techniques are very powerful for UHV-TEM investigations; however, the 
marriage of surface science and conventional TEM to yield an UHV-TEM is a complex task. These complexi- 
ties and some of the results obtained using UHV-TEM and UHV-TED techniques for surfaces i.e. solid-vacuum 
interfaces will be illustrated. 
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Introduction 

It has long been known that the surface of a ma- 
terial possesses properties totally different from the 
bulk; this arises from the difference in local coordi- 
nation of the atoms at the surface and consequently 
gives rise to different electronic, chemical and me- 
chanical properties in comparison to the bulk. The 
local coordination is strongly influenced by numerous 
mechanisms operating at the surface. These include 
condensation and adsorption of gas phase molecules 
from the surrounding environment which can nucleate 
clusters or diffuse either on or into the surface; evap- 
oration of the surface or adsorbate atoms into the am- 
bient is also possible (see [1]). While for a surface 
in thermodynamic equilibrium with the environment, 
these processes would all proceed in opposite direc- 
tions with equal rates, most real life processes like thin 
film growth are non-equilibrium kinetic processes; the 
final morphology depends on the balance between these 
processes. The surface can be thought of as represent- 
ing an interface between the solid and the surround- 
ing environment; the characterization of this interface, 
both chemically and structurally, is the building block 
for understanding the behavior of solid-solid interfaces 
e.g. thin film growth on solid surfaces which are of 
high relevance in many technological applications. The 
properties of these systems are strongly controlled by 

the initial stages of nucleation and growth during epi- 
taxy which in turn are influenced by the competitive 
processes described above (for excellent reviews on the 
basic mechanisms operating in the early stages of thin 
film epitaxial growth see [1-2]). Characterization of 
surface properties needs to be performed under a highly 
controlled UHV environment to be meaningful. Once a 
fundamental understanding of the atomistic processes 
is obtained under UHV conditions, extrapolation to the 
more complex real-life behavior becomes simpler. 

Surface Characterization Techniques 

Surface characterization studies are conventionally car- 
ried out in two modes: in situ where the individual 
kinetic processes are imaged in real time and ex situ 
where assumptions have to be made to deduce the actual 
operating mechanism. Although in situ real time mea- 
surements are highly desirable, they place strict con- 
straints on design and the type of experiments possible; 
trade-offs between resolution, speed of measurement 
and information content become unavoidable. Both 
modes of studies mainly use an incident electron or 
photon beam and analyze the exiting electrons or pho- 
tons. Techniques that use incident electrons and im- 
age using exiting electrons' include scanning electron 
microscopy (SEM), scanning transmission electron 
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microscopy (STEM), scanning tunneling microscopy 
(STM), transmission electron microscopy (TEM), re- 
flection electron microscopy (REM) and low energy 
electron microscopy (LEEM). Information about the 
reciprocal space geometry i.e. diffraction, is also avail- 
able using companion diffraction techniques such as 
low energy electron diffraction (LEED), reflection high 
energy electron diffraction (RHEED) and transmission 
electron diffraction (TED) while chemical characteri- 
zation is possible using Auger electron spectroscopy 
(AES). Incident photon based techniques for sur- 
face studies include x-ray photoelectron spectroscopy 
(XPS), ultraviolet photoemission spectroscopy (UPS), 
photoelectron emission microscopy (PEEM) and x-ray 
diffraction (XRD). 

The electron imaging and diffraction techniques 
mentioned above differ (from each other) on the basis 
of the energy and geometry of the beam incident on the 
specimen, and provide surface information at different 
sensitivities i.e. resolution and imaging speed. Trans- 
mission techniques also differ in one quite fundamental 
way from all of the others, namely the surface sensitiv- 
ity of the scattering process. All the other techniques 
use processes which are specifically surface sensitive, 
i.e. the majority of the signal comes from the first few 
surface monolayers; in contrast, the surface signal in 
transmission is relatively weak but still strong enough 
to be separated from that of the bulk. It is impossible 
to adequately describe all of these techniques in detail 
within the scope of this paper and the interested reader 
is referred to some excellent review articles on SEM 
[3-4], STEM [5], REM [6] and XRD [8-9]. However, 
in the context of reviewing the use of TEM and TED 
in looking at surfaces and interfaces, it is appropriate 
to contrast some of the other electron based (incident 
or exiting) techniques. 

Relatively low resolution, high speed imaging is pos- 
sible using REM, LEEM and PEEM. Of these three mi- 
croscopies, REM is the best established and has been 
used in real time to study growth, electromigration 
and surface structural changes induced on heating to 
temperatures as high as 1200~ [10-13]. However, 
geometric distortions are introduced by the grazing in- 
cidence and the resolution is limited (at present) to 
about 0.9 nm perpendicular to the beam. The diffrac- 
tion mode RHEED can also provide information on the 
surface structure and/or morphology during thin film 
deposition in both the static and dynamic modes; an 
example for the latter being the real time dynamic sur- 
face measurements performed during MBE growth of 
GaAs(001) [14-16]. Distortion ofthe image is avoided 

by LEEM (which uses normally incident electrons) 
and PEEM (incident photons). Very low energy elec- 
trons (~5-200 eV) are used in LEEM and LEED stud- 
ies to achieve high surface sensitivities. LEEM has 
been used to image thermally activated surface pro- 
cesses [17-18], including changes in surface morphol- 
ogy [19] and to image, in real time, epitaxial growth 
during metal deposition [20-24] with a spatial resolu- 
tion of, currently, 20 nm. Intensities in LEED patterns 
have been quantified and used to identify and resolve 
many surface structures e.g. the simple dimer structure 
of the Si(100)-2 • 1 surface was first proposed [25] 
and subsequently modified using LEED [26]. Spectro- 
scopic variations of LEEM can also be used to provide 
spatially resolved compositional information (Auger 
electron emission spectroscopy), albeit with corre- 
sponding loss of speed [27-28]. In comparison to REM 
and LEEM, PEEM has a lower resolution (of about 
200 nm) due to the energy spread of the incident pho- 
tons when no energy analyzer is used; this has however 
proved to be more than adequate in resolving the spatial 
chemical kinetics of reaction processes [29]. Addition 
of an energy analyzer improves the spatial resolution 
(down to 10-50 nm) at the cost of speed [30-35]. 

In the above cases, imaging is done in the parallel 
mode of operation; signals can also be collected in the 
serial mode using scanning techniques like the SEM, 
STEM and STM. SEM scans the incident electron beam 
over the surface and uses the secondary electrons from 
the sample. Resolution down to 5-10 nm can be ob- 
tained using a field emission cathode [36] and when 
used under UHV conditions can have submonolayer 
sensitivity [37-39]. In STEM, an electron probe is 
scanned serially over the sample, similar to a SEM, 
and the transmitted electrons as well as any surface 
scattering processes used to obtain images [40--43]. 
With this approach, Auger images at a resolution of 
about 2 nm have been obtained. In principle, the type 
of imaging techniques used to image surfaces in trans- 
mission (see below) can also be used in such an in- 
strument, although to date this has not been done. In 
many respects rather similar to these two, STM uses an 
atomically sharp metal tip to scan at heights ~0.5 nm 
above the surface; the tunneling current between the tip 
and the surface is used to probe the local structure and 
morphology. Lateral and vertical resolutions down to 
0.3 nm and 0.001 nm are obtainable using STM; how- 
ever there is a smaller field of view, the data collec- 
tion is slower and is limited by the scanning speed of 
the tip. In addition to surface structure information on 
the atomic level, it is also possible to image real time 
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kinetic processes e.g. formation of domains [44], mo- 
tion of steps [45], vacancies [46] and static processes 
e.g. epitaxial growth [47-48] using a STM. 

The limitations of the most of the techniques de- 
scribed above (excepting STEM and STM) are that the 
probe averages over a large area and thus information 
from near-ideal crystal regions, regions with imper- 
fections like steps, kinks etc. all contribute to the final 
signal. An inherent limitation therefore is that inhomo- 
geneous surface processes at the atomic level, which 
play a significant role in case of thin film epitaxy, cannot 
be characterized. STM studies are limited to conduct- 
ing materials since electrons have to tunnel between 
the tip and the surface. Also, while the techniques 
of LEEM, REM and STM can provide information on 
the surface layers, they do not provide any information 
on the interaction of the bulk defects with the surface. 
Erroneous interpretation of the state of the material is 
possible when one looks at just the LEED and RHEED 
patterns e.g. sharp reconstruction spots in LEED and 
RHEED patterns are usually taken as indicators of a 
well ordered material; however, a TEM image from 
a region showing similar patterns in case of Si( l l  1)- 
7 x 7 [49] reveals an extensive amount of defects in 
the bulk as illustrated in Fig. 1. Although the very high 
surface-only sensitivity of the STM provides an excel- 
lent picture of the surface structure, it has also proved 
to be a limitation in other cases e.g. in deciphering 
the structure of the reconstructed Si(111)-7 x 7 sur- 
face where the reconstruction process proceeds many 
layers into the bulk. In this regard therefore, a tech- 
nique that is highly sensitive to both the surface and 
the bulk and that can also be interfaced with chemical 
characterization techniques is highly desirable. 

Transmission electron microscopy and the compan- 
ion transmission diffraction (TED) techniques offer 
such a solution. In contrast to the STM, TEM can look 
at both the surface and the bulk at the same time, and has 
similar atomic resolution e.g. of Bi atoms on Si(111) 
surface [50] and the Ir(001)-5 x 1 surface [51]. TEM 
also provides information on the subsurface defects and 
can look at rough surfaces and insulators. Dynamic 
processes like surface modifications under high tem- 
peratures and gas etching treatments [52] and in situ 

growth [53-54] can also be imaged. In combination 
with in situ chemical analysis, TEM can be used as a 
powerful analytical tool. Since in the plan view trans- 
mission geometry, as described below, the electrons 
carry information from both the surfaces (top and bot- 
tom) and the bulk, isolating surface information is a 
more complex task. Also, unlike STM, SEM, REM 

etc. which can look at bulk crystals, extensive sample 
preparation is required so that the crystal is electron 
transparent i.e. a few hundred Angstroms thick ideally. 

Imaging Modes in Transmission 

Information about the atomic arrangement at the sur- 
face is usually obtained by a combination of imaging 
and diffraction techniques in TEM studies. Based 
solely on the orientation of the imaged surface to 
the incident beam, (for some general reviews, refer 
to [55-58]) techniques can be broadly classified into 
two: plan view imaging, in which the top and bottom 
surfaces are imaged, and profile imaging, where the 
side surface i.e profile is imaged. 

a) Profile Imaging: In this'case, the electron beam 
is parallel to the surface of interest. The surface 
involved is very thin and under the correct defo- 
cus conditions [59], the image can be interpreted 
in terms of the atomic positions on the surface. 
This mode provides information about displace- 
ments/relaxations along the side surface i.e. normal 
to the top and bottom surfaces and also translations 
perpendicular to the beam. It was first used to study 
the Au(110)-2 x 1 surface [60] and small particles 
[61] and has been used with considerable success in 
imaging surfaces of gold [60, 62], silicon [63], ger- 
manium [64] and cadmium telluride [65]. Although 
very powerful, it suffers from two problems: One 
of these is due to the fact that the surface imaged 
is very thin, and the structures may not accurately 
represent extensive two-dimensional surfaces. A 
more fundamental limitation is that a very thin re- 
gion of surface is intrinsically thermodynamically 
unstable, so obtaining an equilibrium surface con- 
figuration is exceedingly difficult if not impossible. 

b) Plan View Imaging: In this case, the electron beam 
is normal to the surface of interest and interacts with 
the top and bottom surfaces and the bulk material 
in between. A very important advantage is that one 
can approach thermodynamically stable flat sur- 
faces, unlike the profile mode. One might think that 
the surface information would be obscured by the 
far stronger bulk scattering processes, but this is not 
the case and it has turned out to be surprisingly sim- 
ple to obtain surface information. As a consequence 
of this, all the standard electron microscopy imag- 
ing techniques (e.g. bright field, dark field and high 
resolution) can be used. While conventional high 
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resolution TEM uses the transmitted beam and all 
the exiting diffracted beams, the bright field mode 
uses only the transmitted beam while the dark field 
mode uses specific diffracted beams for imaging 
purposes. In the low resolution mode, the latter two 
techniques are used in defect and strain field analy- 
ses. In a higher resolution mode, these can provide 
information on the surface domains ([66-68]); sur- 
face steps have been imaged using the bright field 
mode e.g. MgO [68] while dark field imaging using 
forbidden reflections can be used to obtain contrast 
from surface terraces with atomic height steps as 
in case of Au(111) [69] and Au(001) [70]. Atomic 
Scale steps on thin MgO crystals have also been 
revealed using weak-beam dark field imaging [71]. 

Conventional high resolution plan view imaging can 
be performed in either the zone axis mode where the 
incident electron beam is parallel to a major zone axis 
of the material or in the off-zone axis mode i.e. tilt- 
ing off a zone axis. High surface sensitivities can be 
obtained in the latter case as was demonstrated for the 
Si ( l l l ) -7  x 7 surface by [72-73]. This technique is 
also very powerful at monitoring in situ thin film growth 
on clean surfaces e.g. Au/GaAs(110) [74] and Au, Cu 
and Pd on clean surfaces of S i ( l l l )  [75-76]. The 
structure of such buried interfaces can also be revealed 
by using this mode in combination with the cross- 
sectional TEM mode (involves post-deposition sample 
preparation to look at interfaces in cross-section) as in 
case of Ag/Si(100) and Ag/Si(111) interfaces [77]. A 
schematic of these two modes of imaging is shown in 
Fig. 2. 

Aside from the imaging modes described above, in- 
formation on the surface atomic positions can be ob- 
tained by exclusively using the intensities of the surface 
diffraction spots in numerical calculations. Although 
the diffraction and imaging techniques as illustrated 
above are each capable of providing information on 
the atomic scale of the surface, some combination of 
these techniques is almost always used to resolve the 
structure. 

Instrumentation 

While investigations of surfaces at the atomic scale 
using conventional microscopes (vacuum of 10 .6  to 
10 -s Torr) are now fairly commonplace, study of clean 
surfaces necessitates a well-controlled UHV environ- 
ment. Further, in situ thin film growth and/or annealing 

studies require incorporation of the accessories on the 
column itself which might affect the resolution; a com- 
promise is an attached UHV-surface science chamber. 
In both cases, there exists the problem of damping out 
the vibration induced by the add-ons; a challenge is 
therefore involved in designing a functional UHV-TEM 
and their sparse number bear strong testament to this 
fact (for a review of developments in UHV-TEM tech- 
nology see [78]). 

The possibility of using a TEM to study in situ 

growth was first explored inside an unmodified com- 
mercial TEM in 1950 by McLauchlan et al. [79] and 
later by Bassett [80]; the latter investigation demon- 
strated the need for better vacuum conditions around 
the specimen. An earlier study by Ennos [81] had 
also established that in conventional vacuum (~-,1 mPa) 
TEM's, carbonaceous contamination would result from 
electron bombardment of the residual hydrocarbons. 
While these studies suggested the need for controlled 
UHV conditions around the sample region, it was only 
in the late 1960's that rapid advances in stainless steel 
UHV technology enabled the first UHV-TEM's to be 
fabricated. 

Initial approaches to attain UHV conditions at the 
specimen region used either cryopumps [82-84] or an 
independent UHV chamber around the sample [85-86]. 
In an effort to improw," the vacuum conditions at the 
specimen region however, in certain cases, specimen 
exchange and tilting facilities were compromised (for 
other reviews on UHV-TEM design for in situ studies, 
see [87-88]). On the other hand, the addition of the 
accessories i.e. for ion sputtering, annealing, gas etch- 
ing, thin film deposition, RHEED etc. onto the TEM 
column itself would sometimes compromise the final 
pressure to the 10 -9 Torr range due to degassing from 
viton seals, components etc. [89-90]. In other cases, 
where such add-ons necessitate considerable volume 
changes in the pole piece region of the TEM, com- 
promise on the HREM capabilities are inevitable [91]. 
However, moderate resolution [87, 92] and in other 
cases, high resolution [93] studies have been reported 
by some groups using the in situ design approach. The 
latest in situ UHV-TEM designs reveal the two differ- 
ent current pumping technology approaches. Similar 
to the earliest in situ UHV-TEM design approaches, a 
cryopump is used in [93] to attain UHV conditions at 
the specimen. Cryofingers are in general disadvanta- 
geous since they are both bulky and induce vibration, 
thus in most cases, the resolution is compromised; the 
attractive alternative option is to use some combina- 
tion of turbomolecular pumps, ion pumps and titanium 
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~ 3  Surface of interest 

(a) 

Incident beam 

f 

Surface~ of interest 

3 

(b) 

Fig. 2. Electron beam geometry With respect to the specimen for the two imaging modes described in the text a) profile imaging and b) plan 
view imaging. In both cases, 1) represents the transmitted beam while 2) and 3) represent diffracted beams. 

sublimation pumps (a combination of the latter two is 
used in [91]). 

This alternative approach to designing an UHV- 
TEM-surface science facility i.e to eliminate the 
cryofinger on the column and in addition, adding the 
surface science accessories onto a separate UHV mod- 
ule has been adopted by our group. The microscope 
used in the studies here is a Hitachi 300 keV H9000 
electron microscope which has been modified in the 
region of the objective (and above and below it also) so 

that the operating pressure at the sample (i.e. the ob- 
jective region) is 1 • 10 - t~  Torr. The pressure quoted 
above is stable for periods of a few months; the primary 
residual gas at the specimen is water vapor coming 
from below the specimen region where the pumping 
is conduction limited. Attached to the side of the mi- 
croscope is a UHV-Surface Science Chamber (UHV- 
SSC); specimens are loaded into the transfer chamber 
via a loadlock mechanism. Both the microscope and 
the side chamber are pumped using a combination of 
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turbomolecular pumps, home-built titanium sublima- 
tion pumps and ion pumps. A schematic of this setup 
is shown in Fig. 3 and a more detailed review of this 
instrument is provided in [78]. 

Specimen Preparation 

Since the quality of the final information obtained is 
influenced mainly by the sample preparation itself, 
considerable time and effort are expended in prepar- 
ing electron transparent specimens for conventional 
HREM. Such ex situ (outside the UHV chambers) 
preparation procedures usually involve some combi- 
nation of mechanical polishing/lapping, dimpling and 
finally ion-milling to create a hole at the center of 
the specimen, thin electron transparent regions usually 
abound around the hole. This stage is then followed by 
further preparation under UHV conditions until clean 
surfaces/interfaces can be obtained. In our case, the lat- 
ter step is carried out inside the UHV-SSC and subjects 
the pre-thinned sample to a combination of ion-beam 
cleaning and annealing treatments (unique to each sam- 
ple) until well-characterized, reproducible (to establish 
any kind of database for meaningful scientific interpre- 
tation) clean surfaces are obtained. 

While the ion beam cleaning and annealing combina- 
tion seems to work pretty effectively for most metal sys- 
tems, the damage induced by the ion-milling technique 
in some cases are very difficult, sometimes impossible, 
to remove even after numerous high temperature an- 
nealing cycles. For  example, with noble metals i.e. 
Au(001) [94-95] and Ag(110) [96], Xe ions used for 
milling have extremely large penetration depths into the 
material. These can be driven away only by subsequent 
very high temperature anneal treatments which on the 
other hand coarsens the sample. Such a coarsening 
effect is not altogether undesirable since as analyzed 
theoretically by Srolovitz [97], an instability develops 
which leads to a thin region just behind a thicker outer 
edge of the hole as illustrated in Fig. 4, ideal for fur- 
ther study. The ion beam cleaning also fails in case of 
some compound semiconductors e.g. GaAs (001) [98], 
where argon ion milling at 3 kV preferentially sputters 
the arsenic leaving gallium particles on the surface. 
Our experience is that sample preparation, not the ex- 
perimental electron microscopy, is the rate and science 
limiting step. 

To conclude this section, it is appropriate to make 
a few comments.which may highlight some of the pe- 
culiarities of electron microscopy in UHV. One of the 

earliest lessons for us was that absolute vacuum levels 
are close to irrelevant; what is critical is the partial pres- 
sures of the background gases during active processes, 
e.g. thin film deposition, annealing and ion sputtering. 
For instance, it was observed during work on Au [94] 
when sputtering with Xe that unless the hydrocarbon 
background was < 10 -9 Torr with a Xe pressure of 10 -6 
Torr, the surfaces were contaminated with carbon. Hy- 
drocarbons are not the only problem molecules; we 
found that CO desorption due to secondary electrons 
reaching an evaporator filament suppressed the 5 x 1 
surface reconstruction of Ir(001) [51]. Water vapor 
(H20) on the other hand limited the lifetime of the 
Si(100)-2 x 1 surface to the order of a few hours in- 
side the microscope [99]. Since HREM's use electrons 
generated at very high voltages, one should be aware 
of the possibility of radiation damage, as is commonly 
seen in case of transition metal oxides [95, 100-104]. 
Such damage processes can be important for a surface; 
we have recently observed dereconstruction of the Au- 
Si( l l l ) -5  x 1 surface [105] by knockon damage with 
a threshold of ~250 kV. 

Sample System Results 

Due to the problems with clean surface preparation 
as outlined in the previous sections, to the best of our 
knowledge, studies by other UHV-TEM groups around 
the world have been limited to surfaces of materials (ex- 
cluding oxides) with low intrinsic sticking coefficients 
such as gold [106-109], which can be prepared by 
evaporation, and silicon which can be cleaned by self- 
heating [76, 110-111] or gas reaction etching [112]. In 
this section, we present results on the clean surfaces of 
some metals and semiconductors that have been stud- 
ied using UHV-HREM and diffraction mainly by our 
group here at Northwestern University. For reasons of 
brevity, the effect of the UHV environment on ceramic 
oxide surfaces i.e. radiation damage and annealing 
behavior etc. will not be discussed here and the inter- 
ested reader is referred to the appropriate refs. CoO 
[95], WO3 [95, 100], ReO3 [101], A1203 [102], NiO 
[1031, TiO2 [104], V205 [95, 113-114]. 

Diffraction Contrast Imaging 

En route to preparing a thin surface for HREM, the sam- 
ple morphology undeigoes numerous changes which 
can be charted using a combination of bright field- 
dark field (BF-DF) imaging techniques. While surface 
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Denuded Zone 

I 

/ 
Edge of a hole 

Diffusion Path 

Fig, 4. Surface instability effect seen during coarsening results in a denuded zone/thin area, within the dotted lines, just inside the thicker outer 
edge. Arrows show the direction of atomic diffusion. 

ordering is usually accompanied by a decrease in the 
defect density of the material and rounding off of the 
edges of the holes [51, 95, 103], there always exists a 
high density of subsurface defects ('-~ 1011-1013 cm -2) 
in equilibrium with the clean reconstructed surfaces 
[49]. It has been noticed in these cases that while sharp 
spots are seen in the diffraction patterns, the accompa- 
nying BF-DF images reveal the presence of numerous 
impurity and/or defect clusters (1-10 nm in size) co- 
existing with the surface reconstruction. The actual 
nature of these vary from system to system e.g. while 
Fig. 1 clearly shows that in case of Si( l l l ) -7  x 7, the 
reconstruction seems to co-exist with numerous stack- 
ing faults and stacking fault tetrahedra in the bulk of 
the material [49, 115], in case of Ir(001)-5 x 1, IrO2 
particles co-exist with the surface reconstruction as il- 
lustrated in Fig. 5. Other surface defects e.g. steps 
can also be imaged using these modes and in case of 
Ir(001) surface, the evolution of the steps as a function 
of annealing has been charted using the (1 x 1) re- 
flections [51]. A common factor in all surface science 
studies using the UHV-HREM is that the (1 x 1) spots 
grow sharper and steps develop into wider terraces as 
a function of repeated annealing treatments. 

Phase Contrast Imaging 

High resolution imaging can be carried out in two 
modes i.e. conventional HREM, where the electron 
beam is parallel to one of the major zone axes or off- 
zone HREM where the crystal is tilted off to damp the 
strong Bragg beams. Examples of the Ir(001)-5 x 1 
system are used to illustrate the different aspects of 
HREM imaging. Figure 6 shows an Ir(001)-5 x 1 
surface imaged using the on-zone axis HREM mode. 
When looking at surface structures, the on-zone mode 

of imaging is not particularly useful since it shows con- 
tribution mainly from the bulk diffraction spots and 
moire fringes due to the reconstructed surface. Also, 
the contrast levels of the surface structure are very 
low (5-6%) in the on-zone mode [116] and thus un- 
less sufficient care is taken, surface information would 
be swamped away by the bulk lattice contrast. Higher 
sensitivity to the surface layer can be obtained by tilt- 
ing the crystal off the zone (essentially damping out 
the bulk contrast) and an example of a HREM image 
taken off the zone is shown in Fig. 7. A region show- 
ing a hexagonal lattice is seen on one side of the image 
(this is interpreted as a region where the bulk stack- 
ing sequence is perfectly terminated while the surface 
structure showing a periodicity of "5" in one direction 
can be seen on the other side of the image. Surface steps 
can be seen in this image separating the two regions. 
In summary, information about the surface structure is 
more readily obtained when the crystal is tilted off the 
zone axis due to an increase in the intensities of the 
surface spots relative to the bulk. 

Although HREM images reveal information about 
atom positions on the surface, these are not powerful 
enough in certain cases in resolving disputes between 
different models proposed for the surface when the ab- 
solute shift between the atom positions in the models 
are extremely small. Two such instances are for the 
Ir(001)-5 x 1 and the Si(001)-2 x 1 surfaces where 
the absolute shift between the atom positions for the 
two models proposed in the literature are 0.016 nm 
[117] and about 0.005 nm [118] respectively. In these 
cases, intensities from transmission diffraction patterns 
are analyzed in a manner similar to LEED and XRD 
investigations to yield information accurate at the nec- 
essary level. Examples of the two above mentioned 
surfaces will be detailed in the following section. 



O
O

 
O

r g~
 

Fi
g.

 5
. 

D
ar

k 
~i

el
d 

im
ag

e 
sh

ow
in

g 
th

e 
m

oi
re

 f
ri

ng
es

 a
ri

si
ng

 fr
om

 th
e 

It
(0

01
)-

5 
x 

1 
re

co
ns

tr
uc

ti
on

, t
he

 in
se

t d
if

fr
ac

ti
on

 p
at

te
rn

 c
le

ar
ly

 s
ho

w
s 

th
e 

tw
o 

do
m

ai
ns

 
of

 th
e 

re
co

ns
tr

u~
io

n.
 C

le
ar

ly
 s

ee
n 

ex
is

ti
ng

 w
it

h 
th

e 
re

co
ns

tr
uc

ti
on

 a
re

 s
qu

ar
e 

sh
ap

ed
 p

ar
ti

cl
es

, i
de

nt
if

ie
d 

as
 I

rO
2.

 



UHV-HREM and Diffraction of Surfaces 389 

Fig. 6. An on-zone HREM image of the Ir(001)-5 x 1 surface showing moire fringes from the reconstruction. The surface contrast is swamped 
by the stronger bulk diffraction. 

Diffraction 

Long before the advent of imaging techniques to look at 
the fine atomic details of the surface, intensities in x-ray 
diffraction and LEED patterns were used for this pur- 
pose. For some excellent review articles on these tech- 
niques the reader is referred to XRD [8-9] and LEED 
[ 119-120] and the theory of the tests used in these tech- 
niques can be found in [ 121-122]. The field of electron 
diffraction intensity analysis to yield surface/interface 
structure information is in comparison a relatively new 
field and was used for the first time to solve the Si(111)- 
7 x 7 surface structure [73]. While the earlier TED 
studies used a kinematical intensity calculation ap- 
proach [73, 111], because of its simplicity such an ap- 
proach can be inadequate [123]. RigOrous full scale 
dynamical calculations have been shown to be power- 

ful in determining the k(001)-5 x 1 [124] and Si(001)-2 
x 1 surface structures [99] as will b'e demonstrated in 
the following sections. In this case, intensities are cal- 
culated for previously proposed structure models and 
the differences between the corresponding theoretical 
values and the experimentally observed intensities are 
sought to be minimized to yield the final structure. 

Examples of the Ir(001)-5 x 1 and Si(001)-2 x 1 
surfaces will be briefly discussed in this section to il- 
lustrate the potency of this technique in resolving sur- 
face structures. Conventionally, a series of diffraction 
patterns were recorded at different exposure times (for 
each tilt and thickness condition) to envelope the dy- 
namic range of the intensities of the surface and bulk 
spots. Figures 8a and 8b show such patterns recorded 
for Ir(001)-5 x 1 and Si(001)-2 x 1 surfaces (for de- 
tails on specimen preparation, refer to [51] and [99] 



390 Jayaram, PIass and Marks 

Fig. 7. An off-zone HREM image of the Ir(001)-5 x 1 surface showing a higher contrast from the surface structure. A surface step (arrowed) 
can be seen separating the regions with a 5 x 1 structure on one side and the bulk structure on the other. 

respectively). In both cases, a few bulk and surface 
spots have been arrowed and characterized (in terms 
of  the surface unit cell) to show the different domains 
of the reconstructions. The diffraction patterns were 
digitized to 8-bits using an Optronics P1000 micro- 
densitometer (absolute value for some of  the stronger 
spots were measured using PEELS [125]). The ab- 
solute intensity values were obtained by removing the 
background using a high pass filter and integrating the 
intensity around each spot in case of  Ir and by using 
a cross-correlation technique in case of  Si [126]. Two 
sets of  data (from the two orthogonal domains in both 
systems) were obtained from each pattern; typically 
each data set had ~ 100-200 beams. 

Dynamical diffraction intensities for the spots cor- 
responding to the different structure models in the 

literature (for the two systems) were then simulated for 
the known thickness and tilt conditions. The difference. 
between the theoretical i.e. simulated and the experi- 
mental intensities for the surface spots were then calcu- 
lated (R-factor) and the atomic positions for the model 
that would provide the minimum value of  the R-factor 
yielded the optimized structure. However, the lowest 
value of the R-factor cannot be the sole factor deter- 
mining the final structure, since systematic errors could 
lead to a local minimum rather than a global minimum 
i.e. the solution has to be physically realistic. In both 
the systems involved, this was found to be true when 
the surface layers were allowed to relax freely since low 
values for R-factors could be obtained for unphysical 
atom position solutions. On the other hand, when the 
solutions were constrained by imposing a well-defined 
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Fig. 8, Sample diffraction patterns taken from a) an Ir(001)-5 x 1 surface and b) a Si(001)-2 x 1 surface, The surface spots are indicated by 
arrows and a bulk spol is also indexed for reference. 

long range strain field associated with surface relax- 
ation, realistic atom positions were obtained at 90% 
confidence level albeit with slightly higher values for 
the R-factor. In case of Si(001), since the R-factors 
associated with the two competing structures differed 

only by 0.02, error analyses of the atom positions for 
the two structures were carried out (we had not at- 
tained this level of sophistication when analyzing the 
Ir data). Reduced X 2 'values of ~1-1 .5  were obtained 
for one of the structures i.e. asymmetric dimer model 
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compared to values of 1.5-2.0 for the other i.e. sym- 
metric model. Since the lower R-factor values were 
also associated with the asymmetric model, this struc- 
ture was proposed for the surface. 

Although this type of approach can be very power- 
ful, a word of caution is appropriate. Although diffrac- 
tion intensities via a Patterson function can suggest a 
model, e.g. for the Si(111)-7 x 7 surface [73] or re- 
fine the atomic positions within a structure, it cannot 
always solve an unknown surface structure. This is 
an example of the classic phase problem in diffraction 
where the Patterson function need not have a unique 
solution in terms of the atomic positions. We have re- 
cently encountered this with the Au-Si(111)-5 x n sur- 
face, Where the electron diffraction Patterson function 
matches the x-ray diffraction Patterson function [127], 
but does not determine the structure. What is required 
is real space data to determine approximate atomic 
positions for further refinement, either from STM or 
HREM. It is relevant to note that for the silicon-gold 
system, STM has to date failed to determine atomic 
positions [128-130]. 

Discussion 

The main focus of this note has been UHV elec- 
tron microscopy of surfaces, with some inclusion 
of monolayer growth of metals on the surfaces of 
semiconductors. Whereas the solid-vacuum junction 
is an interface, solid-solid interfaces are slightly differ- 
ent and there may appear to be little correlation between 
the two. However, achieving controllable experimental 
data from clean surfaces is a critical intermediate step to 
controlled UHV electron microscopy of in-situ grown 
interfaces. The potential of this type of approach is 
quite substantial; of all the techniques discussed earlier 
that can obtain information about surfaces, only trans- 
mission electron microscopy and x-ray diffraction can 
be used for a buried interface. Given a good sample 
(not a trivial issue) all the transmission electron mi- 
croscopy techniques described above to obtain infor- 
mation about a surface can be used essentially without 
change to look at a buried interface. 

Ex situ cross-sectioning and plan-view imaging of 
(after air transfer) of UHV prepared samples has had 
spectacular success in finding several interface struc- 
tures, but suffer from their inability to study the dy- 
namics of the interface not to mention the ever present 
danger of sample preparation artifacts and sample con- 
tamination. We believe that analysis of samples grown 

under UHV conditions within the microscope or in an 
attached surface science chamber is a new area which 
will see quite substantial growth in the near future; at 
the time of writing this paper we, and several other 
groups around the world are in the process of commis- 
sioning multichamber systems attached to UHV trans- 
mission electron microscopes. 
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Note Added in Proof 

In the time elapsed between submission of the paper 
and its publication, our group has made significant ad- 
vances in the fields of instrumentation and information 
retrieval from micrographs. 

A multichamber Specimen-Preparation, Examina- 
tion and Analytical Research (SPEAR) facility [131] 
has replaced the UHV-SSC shown in Fig. 3. It in- 
cludes a Molecular Beam Epitaxy chamber for thin film 
growth, a central transfer chamber with metal evapo- 
ration filaments and an analytical module equipped 
with X-ray photoelectron spectroscopy, Auger electron 
spectroscopy and scanning electron microscopy capa- 
bilities. An imaging duoplasmatron ion gun is mounted 
on the analytical chamber to facilitate low energy, shal- 
low angle surface cleaning while specimen annealing 
is done resistively. 

Substantial advances have also been made in under- 
standing surface structures using HREM and quantita- 
tive electron diffraction. The atomic structures of the 
Au-S i (111) -~  x ~ [ 132] and Au-Si(111)-5 x 2 [ 133] 
surfaces have been determined in great detail. In the 
former case, Au and Si atoms in Au-Si(111)-,r x ,v/3 
form trimers which twist by a few degrees about their 
centers. Also from the HREM data, the surface domain 
walls were found to be vacancy type or the Au to Au 
spacing was near the Si(t x 1) type spacing, an impor- 
tant fact considering the small surface domains of this 
structure (5 nm). Au atoms in the Au-Si(100)-5 x n 
system [134] have also been located exclusively using 
a phase retrieval procedure from HREM images (used 
also in the analysis of the Au-Si(111)-5 x 2 system). 



A qualitative analysis of HREM images from the Ag- 
Si(100)-2 x 1 system [135] was used on the other hand 
to explain for the first time, the morphology of three- 
dimensional islands of Ag that nucleate on Si(100)- 
2 x 1 surfaces at room temperature. It was shown that 
contrary to the existing belief in the literature about 
simple single crystal structures for the Ag islands, their 
morphology actually comprises of a mixture of single 
crystal and multiply twinned structures. This study 
also underlined the need for strict control over vacuum 
conditions since changes in morphology were observed 
on exposure to air. 
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