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Abstract

A technique is described for recovering the missing phase information for a set of critical current measurements as a
Ž . Ž .function of an applied magnetic field I B . In many cases the current density j x across the boundary for a Josephsonc

junction can be determined. q 1999 Published by Elsevier Science B.V. All rights reserved.
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1. Introduction

Most high angle grain boundaries in high-T su-c

perconductors exhibit the Josephson effect that can
be exploited for potential device applications. Varia-
tions in grain boundary structure caused by micro-
faceting, macroscopic grain boundary meandering,
and grain boundary precipitates cause variations in
the tunneling current across the boundary. To date,
there is little research that correlates the structure of
the boundary to the transport properties across it.

Fig. 1 shows a schematic of the basic Josephson
junction geometry that will be used for discussion.
The basic equation relating the modulation of the
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critical current as a function of applied magnetic
field across a Josephson junction can be written as a

w xFourier transform 1,2 such that

`

I b s j x exp ib x d x , 1Ž . Ž . Ž . Ž .Hc
y`

Ž .where j x is the current density flowing in the
Žz-direction along the length of the boundary see Fig.

.1 , bs2p Dm H rF is the normalized magnetico y o

field where H is the magnetic field threading they

junction including both the applied magnetic field
and the field generated by the currents flowing in the
junction, and m is the permeability of free space.o

F is defined as the superconducting flux quantumo
Ž y7 2 .hr2 es2.07=10 G cm and Dsl ql qd1 2

where d is the thickness of the barrier and l the
London penetration depth of the superconductors on
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Fig. 1. Schematic of Josephson junction used for illustration of
junction terms.

each side of the barrier. For a grain boundary junc-
tion, it is usually assumed that the London penetra-

Ž .tion depth l is the same on both sides of the
Ž .junction l sl and that the width of the grain1 2
Ž .boundary d is negligibly small compared to 2l

such that Df2l.
Ž .Experimentally, I B , where Bsm H, is mea-c o

sured to analyze the junction current response for an
applied magnetic field. If the current distribution is

Ž .uniform, Eq. 1 simplifies to the familiar Fraunhofer
diffraction pattern:

< <I b s I sin bar2 r bar2 2Ž . Ž . Ž . Ž .c max

where a is the junction width as illustrated in Fig. 1.
However, for most real junctions, the current distri-
bution along the boundary is not uniform.

Ž . Ž .Since I b from Eq. 1 is defined as the modu-c
Ž .lus of the Fourier transform of j x , the real space

positional current density profile is not measured.
However, if it is possible to restore the missing
phase information, then calculation of the positional

Ž .current density j x along the boundary would be
possible.

Ž . Ž .To reconstruct j x from I b , both the modu-c

lus and the phase are required. Since the modulus is
measured experimentally, the problem becomes one

Ž .of restoring the phase f b .
w x Ž .Dynes and Fulton 2 attempted to solve for j x

by assuming a minimum-phase-type function. By
making this assumption it was possible to use the

w xformalisms of Hilbert transforms 3 to calculate
Ž . w xj x directly. Zappe 4 showed that the minimum-

phase assumption used by Dynes and Fulton is not in
general a valid assumption for a Josephson junction.

Zappe argued that without making further assump-
Ž .tions about j x , it was impossible to reconstruct

Ž . Ž .j x from I b uniquely because there can bec
Ž .multiple one-dimensional 1-D real space objects

Ž .j x that when Fourier transformed produce the same
Ž .modulus I b .c

The problem of phase retrieval is not a new
w xsubject 5–7 . In general, without further information

about the phase or the real space object it is not
possible to uniquely determine the phase from mod-
uli measurements. However, in most cases, other
information or ‘constraints’ exist that can be used to
solve the phase problem. Many iterative algorithms
for phase recovery have been developed. One of the

w xfirst was developed by Gerchberg and Saxton 5 and
w xGerchberg 6 which utilizes a series of iterative

Fourier transforms to find the missing phases, other-
wise known as the Gerchberg–Saxton error-reduc-
tion algorithm. The method was further improved
with the use of a feedback approach and evolved into

w xwhat is known as the input–output algorithm 7,8 .
The phase restoration algorithm described hereafter
is a modified version of the input–output algorithm
developed by Gerchberg and Saxton.

The general approach involves iterative Fourier
transformation back and forth between the object
domain and the Fourier domain. Fig. 2 is a schematic
of the generalized Gerchberg–Saxton algorithm.

This generalized algorithm for phase retrieval us-
ing iterative Fourier transforms is best explained in

Fig. 2. Flow chart of Gerchberg–Saxton type phase retrieval
Ž .algorithm used for solving current density profiles j x .
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terms of set-theoretic methods involving successive
w xprojection onto sets 9 , an iterative method that finds

feasible solutions consistent with a set of constraints
which are defined by a priori information about the

w xreal space object 9 . A feasible solution is defined as
w xany solution that satisfies the constraints 9 . It is

found by successively projecting an initial estimate
of the object onto the constraint sets. This method
involving mathematical projection operators can be
generalized to involve non-convex constraint sets
and is known as the method of generalized projec-

Ž .tions MGP .
The algorithm used to solve the phase restoration

problem for Josephson junctions involves projecting
an initial estimate onto two constraint sets. The first

Ž .constraint set S corresponds to the set of all1

solutions whose value is confined by the known
Ž .object constraints. The second set S is the set of2

all solutions whose moduli are equal to those of the
experimentally measured moduli and may be written
as:

S s j x : j x s0,� Ž . Ž .1

< < 4x )ar2: J G j x G0: j x s real , 3Ž . Ž . Ž .c

< <S s j x : FT j x s I b . 4� 4� 4Ž . Ž . Ž . Ž .2 c

It can be shown that the constraint set S is a closed1
w xconvex set and the set S is a non-convex set 9,10 .2

The phase retrieval algorithm can be written in
terms of mathematical projections as;

j sT T j sTj , 5Ž .nq1 2 1 n n

where j is the current best estimate of j, j is thenq1 n

previous estimate of j and T and T are projection1 2
Ž Ž . Ž ..operators defined by Eqs. 3 and 4 , represented

by T , such that when T operates on j it producesn

j . T corresponds to the correction of the func-nq1 1

tion, j , with the experimentally observed moduli,n
Ž .J b , and T is the correction for the real spaceo 2

constraints:

T s1qd P y1 , 6Ž . Ž .1 1 1

T s1qd P y1 7Ž . Ž .2 2 2

where

P J b sJ b 8Ž . Ž . Ž .1 o

Ž . Ž .and J b is obtained from the mapping of j x into

Ž .J b via a Fourier transformation. P is defined2

such that

°j x : 0F j x FJ xŽ . Ž . Ž .c

1yd j x : j x -0Ž . Ž . Ž .2~P j x sŽ .2 J y d y1 : j x )JŽ . Ž .c 2 c¢ < <1yd j x : x )ar2Ž . Ž .2

9Ž .
where d and d are scalar constants between 1 and1 2

2 and J is the bulk critical current density acrossc

the junction. When d sd s1, the phase retrieval1 2

algorithm is identical to the Gerchberg–Saxton algo-
w xrithm 10 .

If one or more of the constraint sets is non-convex
then it is possible that the convergence may take
place locally. Specifically, there can exist various
local minima all consistent with the object con-

w xstraints 11 . Since multiple solutions are possible
when projecting onto non-convex sets it is important
to rigorously search solution space to find all possi-
ble solutions.

2. Phase retrieval algorithm

Ž .The measured moduli I b are initially seededc

with phases. The initial phases and measured moduli
are then inverse Fourier transformed into real space
where the real space domain constraints are applied

w xby a projection onto sets operation 8 . The solution
is then Fourier transformed back to reciprocal space
where the new moduli are corrected using a projec-

w x Ž .tion onto sets 10 operation of the form of Eq. 8 .
For the 1-D phase restoration problem a genetic

w xalgorithm 12–14 has been applied to search for the
Žbest starting set of phases typically the strongest

.10% such that after a fixed number of iterations the
solution converges to the best possible fit of the
applied constraints. The initial phase guesses need
only be approximate values, therefore quadrant

Ž .searching pr4, 3pr4, 5pr4, 7pr4 or binary
Ž .searching 0 or p is sufficient.

After each iteration of the algorithm, a figure of
Ž .merit FOM was calculated to monitor the conver-

gence of each solution and was later used by the
genetic algorithm to rank the solutions. Each popula-
tion of the genetic algorithm is run for a relatively
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small number of iterations to avoid overconvergence
of the solutions. After a final solution set was ob-
tained, the solutions were re-run for a larger number
of iterations to push the solutions to a lower FOM.

It is important at this point to make a distinction
between two possible situations. The missing phase
information contains all information pertaining to the
actual structure. Therefore, in order to make no
assumptions about the solution, one must consider
solutions that are centrosymmetric as well as non-
centrosymmetric. This is particularly important when
deciding how to define the possible initial phases,
either binary or quadrant searches. If one only con-
siders the quadrant searches, one reduces the possi-
bility of finding solutions that may be centrosymmet-
ric in nature in favor of a non-centrosymmetric
solution. It is possible for a solution to be nearly

centrosymmetric or ‘pseudo-centrosymmetric’. By
Ženforcing a centrosymmetric search algorithm phases

.are only allowed to be 0 or p , one finds a solution
that is close to the correct solution. Using these
starting phases and then allowing the solution to
refine for a larger number of iterations and allowing
the phases to vary between 0 and 2p , from these
pseudo-centrosymmetric starting values it finds the
non-centrosymmetric solution.

Therefore, for each set of measured moduli, it is
necessary to run under two different conditions, a

Ž .true non-centrosymmetric quadrant search and a
Žpseudo-centrosymmetric algorithm whose search

strategy begins by searching for the best solution
.whose phases are confined to be either 0 or p . Then

using the best set of solutions for both cases as
starting phases for a non-centrosymmetric solution

Ž . Ž . Ž . Ž . Ž . Ž .Fig. 3. Correctness factor CFOM vs. figure of merit FOM for a 50, b 100, c 250, and d 1000 iterations of the phase retrieval
algorithm for the Zappe model. Two distinct solutions are evident.
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Žrefinement allowing phases to be anything between
.0 and 2p .

( )3. Figure of merit FOM

The genetic algorithm is only as powerful as its
FOM. Based upon previous experience working with
the phase restoration problem for 2-D surface struc-

w xtures 15–17 , a useful FOM that was found is of the
form

< < 2FOMsÝ J b yJ b 10Ž . Ž . Ž .ky1 k

Ž .where J b are the moduli and phase of theky1
Ž .ky1 th iteration in the error-reduction algorithm

Ž .and J b are the moduli and phase for the k thk
Ž .iteration. Eq. 10 is similar to the FOM used by

w xFienup 8 .
The former FOM is calculated in reciprocal space.

However, it is also known that once the solution has
been projected and inverse Fourier transformed into
real space, the true solution should conform to zero
outside the region of the object domain constraint.

Hence, before any support constraints are applied, a
Ž .second FOM is calculated FOM which is definedo

as

< < 2j xŽ .Ý
< <x -ar2

FOM s1y 11Ž .o 2< <j xŽ .Ý
x

Ž .where j x is the inverse Fourier transform of the
reciprocal space moduli and phases. The final FOM
used by the genetic algorithm as an estimate of the
goodness of fit is

FOM_SUMsa FOMqb FOM 12Ž .o

where a and b are constants to control the relative
contributions of the real space and reciprocal space
calculated FOMs.

4. Calibration of the FOM

Accuracy of the FOM was determined using a
Ž .second ‘correctness’ factor CFOM which monitors

Ž . Ž . Ž . Ž .Fig. 4. Sinusoidal a and b and square c and d models. For all models the centrosymmetric solution corresponded to a zero FOM.
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Fig. 5. Two different possible solutions from the same starting
Ž . Ž .I b data from Zappe. Model a is a centrosymmetric solutionc

Ž .and b is a non-centrosymmetric solution. Both solutions corre-
spond to a zero FOM.

the accuracy of the phases determined by the algo-
rithm to the true phases for a given model. This
CFOM is defined as

1
< <CFOMs Ý 1ycos f b yf b 13Ž . Ž . Ž .Ž .c tN

Ž . Ž .where f b is the calculated phase, f b the truec t

phase, and N the number of phases used for the
restoration. Fig. 3 is an example of the calculated
FOM and corresponding CFOM for four different
total numbers of iteration within the phase restora-
tion algorithm. The CFOM vs. FOM plots were
calculated for the asymmetric model described by

w xZappe 4 .
It is important to note that any starting set of

phases will converge towards a small FOM; how-
ever, correct solution sets seem to converge more

Ž .quickly more locally convergent . Thus, possible
correct solutions can be distinguished from poor
solutions based on the relative speed of convergence.
Fig. 3 shows that for a fixed number of iterations the

correct solution converges faster to a low FOM.
Increasing the number of iterations improves the

Ž .overall convergence reduces the FOM of each solu-

Ž .Fig. 6. Complex boundary model: a 100 iterations using the
centrosymmetric constraints on the phase values such that all

Ž .phases must be either 0 or 1808; b 1000 iterations using the same
Ž .initial phases as in a but allowing the phase values to be any

Žvalue between 0 and 3608 for the last 900 iterations pseudo-
. Ž .centrosymmetric ; c non-centrosymmetric solution allowing

starting phases to vary from 0–3608.
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tion, however, the relative difference between solu-
Ž .tions remains see Fig. 3a–d . Thus, there is no

added benefit to running each possible set of phases
for a large number of iterations. After a final solution
set is obtained, each solution may then be run for a
larger number of iterations thus reducing the overall
calculation time and improving the speed of the
algorithm.

5. Test models

The phase retrieval algorithm described above in
conjunction with the genetic algorithm was used to
solve the phase problem for a number of test models,
256 pixels across.

Fig. 4a–d are square and sinusoidal models from
w xBarone 18 used for testing the algorithm. In all of

the above models from Barone, only one solution for
each model was found and it corresponded to the
known correct solution. Inspection of the graphs
shows small oscillations about the true solution.

Fig. 5a–b are two different real space models
w xfrom Zappe 4 that are known to have identical

< Ž . < Ž .Fourier moduli J b but different phases f b .
By using the same Fourier moduli, the phase re-

Žtrieval algorithm was able to find both solutions sets
.of phases .

Fig. 6a–c is the model designed to represent a
Žcomplicated boundary structure it is in fact a profile

.of Chicago . A pseudo-centrosymmetric search ap-
proach described above was found to give the best fit
to the model. Although the solution did not corre-
spond to an exact fit, the algorithm was able to find
solutions that had the correct ‘feel’ which will be
discussed more detail below.

6. Discussion

The phase problem for 1-D objects is notoriously
difficult to solve since the possibility exists for mul-

Ž .tiple solutions. Any real space object j x that is
consistent with all of the available constraints is a

Ž .possible feasible solution. It is important to men-
tion that without making assumptions about the ob-

Ž .ject j x it would be impossible to distinguish be-
tween two different solutions, both with a zero FOM.

When evaluating the test models above, three differ-
ent types of solutions were observed.

6.1. Type I

The first type of solution was one in which the
real space object was found to have only one solu-
tion. Thus, any starting set of phases that were given
to the phase-retrieval algorithm resulted in the same

w xunique solution. The test models from Barone 18
Ž .are examples of this type. Type I solutions Fig. 4

are ideal since they are unique and need no further
interpretation. The solution is simply the restored

Ž .current density profile j x .

6.2. Type II

The second type of solution was one in which
there existed multiple real space objects that when
Fourier transformed produce the same Fourier Mod-

Ž . Ž .uli I b . The model from Zappe Fig. 5 is anc

example of this type of solution. Type II solutions
have previously been considered the stopping point
for working with the 1-D phase restoration problems.
Variations in the initial phases would result in differ-
ent solutions and determining the ‘correct’ solution
was considered impossible without making further

Ž .assumptions about the real space object j x .
We have taken a different approach to the prob-

lem. Instead of attempting to make assumptions about
Ž .j x , we simply use the real space constraints men-

tioned earlier to limit the number of possible solu-
Ž .tions. By using the known constraints on j x , we

are able to reduce the number of possible solutions
which are consistent with the boundary conditions.
We have solved numerous models from simple sym-
metric cases to complex random models, and without
exception, the number of solutions that are found
within the box has been limited to f2–3 different
solutions per model. Finding a small set of solutions
that contains the correct solution would be a vast
improvement over the existing options. However, it
is known that the current density is dependent on the
microstructure of the boundary. Thus when multiple

Žsolutions to the 1-D phase problem exist type II
.solutions , it is possible to compare the small number

of possible current density maps calculated by the
phase retrieval algorithm to the microstructure of the
boundary and determine the one correct solution.
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6.3. Type III

The third type of solution that was found was the
least desirable of the three types. For type III solu-

Ž .tions Fig. 6 , the phase retrieval algorithm was not
able to correctly restore the phases such that a
perfect match between the model and the restored
solution was found. However, the algorithm was able

Ž .to produce a profile j x that exhibited the correct
‘feel’ to the solution. Peaks and valleys in the solu-
tion corresponded to peaks and valleys in the model
and in most cases the relative height of the peaks
was correct, but the absolute value of the solution
was incorrect. Consequently, the restored model was
only good for qualitative comparison. Fortunately,
type III solutions are usually distinguishable from
type I and type II solutions. For a type III solution,
the top 10 or 20 solutions all had the same ‘feel’
Ž .were qualitatively the same but they were all
slightly different. For a type II solution the top 20

Ž .FOMs all corresponded to a small set 2–3 of
solutions while there was only one solution for a
type I. Therefore, it is quite easy to distinguish type I
and II solutions from type III solutions.

Unfortunately, the number of possible solutions is
Ž .dependent on the shape of the real space object j x .

Therefore, it is not possible to know a priori what
type of solution one may be dealing with. Since there
may always exist multiple solutions to the problem,
it is not necessarily important to be able to find a
unique solution using the phase retrieval algorithm,
but rather it is more important to be able to find all
possible solutions. The phase retrieval algorithm used
for the test cases above has been extremely success-
ful in finding all of the solutions for a given prob-
lem.

Since the shape of the object is unknown, it is
important to know as accurately as possible the
constraints that will be used to limit the number of
solutions. Definition of the width of the junction
Ž .dimension a from Fig. 1 is important since the set
of all possible solutions must fall within the width of
the junction. If the width for the junction used in the
phase restoration algorithm is too wide, solutions
may exist in the final set that do not represent a
possible current density profile. If the width used for
the restoration is less than the actual width it may
result in the elimination of possible solutions from

the final solution set. Therefore, it is important to use
the width corresponding to the actual measured width
of the junction.

The critical current density J is used to place anc

upper limit on the possible solution profiles. J is ac

bulk property defined as the critical current I car-c

ried by the junction divided by the cross-sectional
area of the junction. The width of the junction used
to calculate the area and the actual width of the
junction that is carrying supercurrent is not always
the same. Variations of the microstructure along the
length of the boundary may result in non-supercon-
ducting regions along the boundary. Thus, the actual
width of the junction carrying supercurrent can be
less than the measured width of the boundary. This
may result in over estimation of the cross-sectional
area of the boundary and consequently an underesti-
mation of J . Unfortunately, different values of Jc c

used in the phase restoration algorithm can result in
adding or subtracting solutions from the final solu-
tion set. We have taken care to overestimate the
value of J so as not to eliminate possible correctc

solutions.
The specific parameters used to optimize the ge-

netic algorithm search routine are strongly problem
dependent. Although the parameters are problem de-
pendent, the genetic algorithm has one major advan-
tage over other minimization techniques. It searches
solution space without any a priori information on
the function that is being minimized. The experimen-
tally measured moduli, the real space constraints on
the junction and the initial parameters for the genetic
algorithm are all that is needed to begin the search
algorithm. It has also been shown to be more effi-
cient than standard random number generators or
grid searches for a similar class of problems, 2-D

w xsurface crystallographic phase restorations 15,16 .

7. Conclusion

By using a phase retrieval algorithm similar to the
Gerchberg–Saxton error-reduction algorithm with a
generalized projection onto sets form, it is possible
to restore the phase information that is not measured

Ž .when experimentally recording I b data forc

Josephson junctions without making any assump-
Ž .tions about the current density distribution j x . In

general, it is not possible to find a unique solution
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for the 1-D phase problem; however, it is possible
with the assistance of the genetic algorithm to effi-
ciently find all possible solutions. If multiple solu-
tions exist for a junction, the set of all possible
solutions can be compared against the boundary
microstructure and the correct solution can be deter-
mined.
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