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The triboelectric effect, charge transfer during sliding, is well established but the thermodynamic driver
is not well understood. We hypothesize here that flexoelectric potential differences induced by
inhomogeneous strains at nanoscale asperities drive tribocharge separation. Modeling single asperity
elastic contacts suggests that nanoscale flexoelectric potential differences of�1–10 V or larger arise during
indentation and pull-off. This hypothesis agrees with several experimental observations, including bipolar
charging during stick slip, inhomogeneous tribocharge patterns, charging between similar materials, and
surface charge density measurements.
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The triboelectric effect, the transfer of charge associated
with rubbing or contacting two materials, has been known
for at least twenty-five centuries [1,2]. The consequences of
this transfer are known to be beneficial and detrimental; for
instance, tribocharging is widely exploited in technologies
such as laser printers but can also cause electrostatic
discharges that lead to fires. It is accepted that it involves
the transfer of charged species, either electrons [3–5], ions
[6,7], or charged molecular fragments [8], between two
materials. The nature and identification of these charged
species has been the focus of considerable research [2,9],
but an important unresolved issue is the thermodynamic
driver for charge transfer; the process of separating and
transferring charge must reduce the free energy of the
system. What is the charge transfer driver? In some cases
specific drivers are well understood. For instance, when
two metals with different work functions are brought into
contact charge transfer will occur until the chemical
potential of the electrons (Fermi level) is the same every-
where. Triboelectric charge transfer in insulators is less
understood; proposed models include local heating [10]
and trapped charge tunneling [11–13] but these models do
not explicitly address the significant mechanical deforma-
tions associated with bringing two materials into contact
and rubbing them together. Furthermore, there is currently
little ab initio or direct numerical connection between
experimental measurements and proposed drivers.
Since the pioneering work of Bowden and Tabor [14] it

has been known that friction and wear at the nanoscale are
associated with adhesion between, as well as the elastic and
plastic deformation of, a statistical population of asperities.
It is also well established that elastic deformation is
thermodynamically linked to polarization: the linear cou-
pling between strain and polarization is the piezoelectric
effect and the linear coupling between strain gradient and
polarization is the flexoelectric effect [15–17]. While
piezoelectric contributions only occur for materials without

an inversion center, flexoelectric contributions occur in all
insulators and can be large at the nanoscale due to the
intrinsic size scaling of strain gradients [17–19]. Quite a
few papers have analyzed the implications of these cou-
pling terms in phenomena including nanoindentation
[20,21], fracture [22], and tunneling [23]. There also exists
literature where the consequences of charging on friction
have been studied [24–26], and frictional properties have
been related to redistributions of interfacial charge density
via first principles calculations [27]. However, triboelec-
tricity, flexoelectricity, and friction during sliding are
typically considered as three independent phenomena.
Are they really uncoupled phenomena? In this paper we

hypothesize that the electric fields induced by inhomo-
geneous deformations at asperities via the flexoelectric
effect lead to significant surface potential differences,
which can act as the driver for triboelectric charge sepa-
ration and transfer. The flexoelectric effect may therefore
be a very significant, and perhaps even the dominant,
thermodynamic driver underlying triboelectric phenomena
in many cases. To investigate this hypothesis in detail we
analyze, within the conventional Hertzian [28] and
Johnson-Kendall-Roberts (JKR) [29] contact models, the
typical surface potential differences around an asperity in
contact with a surface during indentation and pull-off. We
find that surface potential differences in the range of
�1–10 V or more can be readily induced for typical
polymers and ceramics at the nanoscale, and that the
intrinsic asymmetry of the inhomogeneous strains during
indentation and pull-off changes the sign of the surface
potential difference. We argue that our model is consistent
with a range of experimental observations, in particular
bipolar tribocurrents associated with stick slip [30], the
scaling of tribocurrent with indentation force [31], the
phenomenon of tribocharging of similar materials
[32–35], and the inhomogeneous charging of insulators
[36,37]. Taking the analysis a step further, our model
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suggests a suitable upper bound for the triboelectric surface
charge density is the flexoelectric polarization that is found
to be in semiquantitative agreement with published exper-
imental data without the need to invoke any empirical
parameters. Given the recent ab initio developments of
flexoelectric theory [38–41], we argue that flexoelectricity
can provide an ab initio understanding of many triboelectric
phenomena.
Nanoscale asperity contact consists of two main phe-

nomena, indentation and pull-off, which are illustrated in
Fig. 1. To investigate the electric fields arising from the
strain gradients associated with these two processes, we
combine the constitutive flexoelectric equations with the
classic Hertzian and JKR models, for simplicity consider-
ing only vertical relative displacements; see later for some
comments about shear. As discussed further in the
Supplemental Material [42], the normal component of
the electric field induced by a flexoelectric coupling in
an isotropic nonpiezoelectric half-space oriented normal to
ẑ is given by

Ez¼−f∂ϵ∂z
����
eff

¼−fð3ϵzzzþϵzxxþϵxzxþϵxxzþϵzyyþϵyzyþϵyyzÞ; ð1Þ

where Ez is the electric field linearly induced by ð∂ϵ=∂zÞjeff
the effective strain gradient. The proportionality constant f
is the flexocoupling voltage (i.e., the flexoelectric coef-
ficient divided by the dielectric constant) and the effective
strain gradient is the sum of the symmetry-allowed strain
gradient components (where ϵjkl ¼ ð∂ϵjk=∂xlÞ).
First, we will analyze the indentation case. Because of

the axial symmetry of Hertzian indentation, only five strain
gradient components in Eq. (1) are symmetrically inequi-
valent. Expressions for these components are derived from

classic Hertzian stresses (see Supplemental Material [42])
and depicted in Figs. 2(a)–2(e) as contour plots. From these
plots it is evident that the strain gradient components have
complex spatial distributions, the details of which depend
on the materials properties of the deformed body (Young’s
modulus, Poisson’s ratio) as well as external parameters
(applied force, indenter size). Further insight can be gained
by calculating the average effective strain gradient within
the indentation volume, which is taken to be the cube of the
deformation radius. The average effective strain gradient is
negative and scales inversely with indenter size, indepen-
dent of the materials properties of the deformed body and
the applied force. The former is intuitive since a material
deformed by an indenter should develop a curvature
opposite to the direction of the applied force, and the latter
is a consequence of averaging (Supplemental Material
[42]). As shown in Fig. 2(f), the average effective strain
gradient associated with Hertzian indentation is on the
order of −108 m−1 in all materials at the nanoscale. Such
large strain gradients immediately suggest the importance
of flexoelectric couplings [17,18].
For pull-off we use JKR theory, which incorporates

adhesion effects between a spherical indenter and an elastic
half-space into the Hertzian contact model. The tensile
force required to separate the indenter from the surface, also
known as the pull-off force, can be written as

Fadh ¼ − 3

2
πΔγR; ð2Þ

where Δγ is the adhesive energy per unit area and R is the
radius of the spherical indenter. Replacing the applied
force in the Hertzian indentation strain gradient expressions
with this force yields pull-off strain gradients immediately
before contact is broken. This analysis for the pull-off case
yields strain gradient distributions qualitatively similar to
those shown in Fig. 2, except with opposite signs because
the force is applied in the opposite direction. Importantly,
as in the indentation case, the average effective strain
gradient within the pull-off volume scales inversely with
indenter size, is independent of the materials properties of
the deformed body, and is on the order of 108 m−1 in all
materials at the nanoscale.
We now turn to the flexoelectric response to these

deformations. Obtaining analytical expressions for the
normal component of the electric field in the deformed
body induced by indentation and pull-off involves sub-
stituting the strain gradient components shown in Fig. 2
into Equation (1). This electric field component is shown in
Fig. 3 for the indentation case with a positive flexocoupling
voltage. The pull-off case is similar, but the signs of the
electric fields are reversed. Because the electric field
induced by the flexoelectric effect is the effective strain
gradient scaled by the flexocoupling voltage, its magni-
tude is linearly proportional to the flexocoupling voltage
and inversely proportional to the indenter size. The average

Indentation

Pull-off

Pre-contact

F

F

FIG. 1. Schematic of asperity contact between a rigid sphere
(blue) and an elastic body (red). During indentation and pull-off
the elastic body will deform, developing a net strain gradient
opposite to the direction of the applied force (F).
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electric field magnitude in the indentation or pull-off
volume is on the order of 108–109 V=m for all materials
at the nanoscale assuming a conservative flexocoupling
voltage of 1 V [16,17,77]; some specific flexocoupling

voltages are given in Supplemental Material, Tables S1
and S2 [42].
The electric fields induced by the flexoelectric effect in

the bulk of the deformed body will generate a potential on

(a) (b) (c)

(d) (e) (f)

FIG. 2. (a)–(e) Symmetrically inequivalent strain gradients arising from Hertzian indentation of an elastic half-space that can
flexoelectrically couple to the normal component of the electric field. Lines indicate constant strain gradient contours in units of
106 m−1, z is the direction normal to the surface with positive values going into the bulk, x is an in-plane direction, and the origin is the
central point of contact. Data correspond to 1 nN of force (a conservatively small number) applied to an elastic half-space with a Young’s
modulus of 3 GPa and a Poisson’s ratio of 0.3 (typical polymer) by a 10 nm rigid indenter. (f) The magnitude of the average effective
strain gradient (jð∂ϵ=∂zÞjeff j) as a function of indenter radius (R). The average effective strain gradient corresponds to a sum of the strain
gradient components shown in (a)–(e) averaged over the indentation and pull-off volumes.

(a) (b)

FIG. 3. (a) Normal component of the electric field induced by Hertzian indentation via a flexoelectric coupling. Lines indicate constant
electric field contours in units of MV=m, z is the direction normal to the surface with positive values going into the bulk, x is an in-plane
direction, and the origin is the central point of contact. Data correspond to 1 nN of force applied to an elastic half-space with a Young’s
modulus of 3 GPa and Poisson’s ratio of 0.3 (typical polymer) by a 10 nm indenter. A flexocoupling voltage of 1 V is assumed.
(b) Magnitude of the average electric field (jEzj) in the indentation or pull-off volumes as a function of indenter radius (R) assuming a
flexocoupling voltage of 1 (dashed) and 10 V (solid).
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its surface. Figure 4 depicts the surface potential difference
calculated from the normal component of the electric field
(Supplemental Material [42]) along the deformed surface of
a typical polymer with a flexocoupling voltage of 10 V
[16,17,77]; the available measured flexocoupling voltages
for polymers indicate that this may be a significant
underestimate, see Supplemental Material, Table S2 [42].
The pull-off surface potential difference tends to be larger
in magnitude and spatial extent than the indentation surface
potential difference. In both cases the magnitude of the
surface potential difference is sensitive to the materials
properties of the deformed body (Young’s modulus,
Poisson’s ratio, adhesion energy, flexocoupling voltage)
and external parameters (applied force, indenter size).
Specifically, the surface potential differences for indenta-
tion and pull-off scale as

V indentation;min ∝ −f
�

F
R2Y

�
1=3

; ð3Þ

Vpull-off;max ∝ f

�
Δγ
RY

�
1=3

; ð4Þ

where V indentation;min is the minimum surface potential
difference for indentation, Vpull-off;max is the maximum
surface potential difference for pull-off, f is the flexocou-
pling voltage, F is the applied force, R is the indenter
radius, Y is the Young’s modulus, and Δγ is the energy of
adhesion.
The above analysis indicates that large strain gradients

arising from deformations by nanoscale asperities yield
surface potential differences via a flexoelectric coupling
in the �1–10 V range, as a conservative estimate. The

magnitude of this surface potential difference is sufficient
to drive charge transfer, suggesting that flexoelectric
couplings during indentation and pull-off can be respon-
sible for triboelectric charging. Furthermore, this model
implies that the direction of charge transfer is controlled by
a combination of the direction of the applied force and local
topography (i.e., is the asperity indenting or pulling-off), as
well as the sign of the flexocoupling voltage.
These features are consistent with and can explain a

significant number of previous triboelectric observations
without introducing any adjustable parameters. First, it has
been observed that tribocurrents exhibit bipolar character-
istics associated with stick slip [30]. This bipolar nature is
consistent with the change in the sign of the surface
potential difference for indentation and pull-off predicted
by our model. We note that these experiments had some
shear component that is not exactly the same as our analysis
and complicates the problem due to the breakdown of
circular symmetry. While this will yield a more complex
strain gradient distribution than our simplified model, the
total potential difference will be the sum of normal and
shear contributions which does not change our general
conclusions. Second, the tribocurrent has been shown to
scale with the indentation force to the power of 1

3
[31],

which matches the scaling of the indentation surface
potential difference with force. Third, charging between
similar materials [32–35] and the formation of nonuniform
tribocharge patterns [36,37,78,79] can be explained by
considering the effect of local surface topography and
crystallography on the direction of charge transfer: local
variation in surface topography dictates which material
locally acts as the asperity, and consequently the direction
in which charge transfers. In addition, it is established for
crystalline materials that both the magnitude and sign of the
flexocoupling voltage can change with crystallographic
orientation (Supplemental Material, Table S1 [42]). Finally,
recent work has demonstrated that macroscopic curvature
biases tribocharging so that convex samples tend to charge
negative and concave samples tend to charge positive; this
coupling between the curvature and charge transfer direc-
tion is a natural consequence of our flexoelectric
model [80].
Going beyond these qualitative conclusions, it is relevant

to explore whether flexoelectricity can quantitatively
explain experimental triboelectric charge transfer measure-
ments. An important quantitative parameter in the tribo-
electric literature is the magnitude of triboelectric surface
charge density, which has been measured in a number of
systems including spherical particles [35,81] and patterned
triboelectric devices [82,83], and normally enters models as
an empirical parameter [84,85]. We hypothesize that the
upper bound for the triboelectric surface charge density is
set by the flexoelectric polarization; i.e., the charge will
transfer until the flexoelectric polarization is screened
(Supplemental Material [42]). As shown in Table I, this

FIG. 4. Electric potential difference along the surface of the
deformed body for indentation (solid) and pull-off (dashed). x is
an in-plane direction and the origin is the central point of contact.
Data correspond to 1 nN of force applied to an elastic half-space
with a Young’s modulus of 3 GPa, Poisson’s ratio of 0.3,
adhesion energy of 0.06 N=m (typical polymer), and flexocou-
pling voltage of 10 V by a 10 nm indenter.
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hypothesis agrees with existing tribocharge measurements
on a range of length scales to within an order of magnitude
without invoking anomalous flexoelectric coefficients.
These results make a strong case that the flexoelectric

effect drives triboelectric charge separation and transfer,
and that nanoscale friction, flexoelectricity, and triboelec-
tricity occur simultaneously and are intimately linked:
macroscopic forces during sliding on insulators cause local
inhomogeneous strains at contacting asperities that induce
significant local electric fields, which in turn drive charge
separation. This analysis does not depend upon the details
of the charge species, they may be electrons, polymeric
ions, charged point defects in oxides, or some combination.
Hence, our model does not contradict any of the existing
literature on the nature of the charge species, instead it
provides a thermodynamic rationale for the charge sepa-
ration to occur. We have deliberately used very
conservative numbers for the flexocoupling voltage, and
many materials are known to have significantly larger
values—see Supplemental Material, Tables S1 and S2 [42].
It is therefore very plausible that much larger potential
differences can be generated. Our analysis also suggests
ways to optimize charge separation [e.g., assuming pull-off
dominates, based upon Eq. (4), one wants a relatively soft
material with a high flexocoupling voltage, large adhesion,
and many small asperities]. Some additional experimental
and theoretical ways to assess this model are discussed
briefly in the Supplemental Material [42].
In addition, the formalism we have used is not limited to

inorganic materials, but is quite general. As one extension it
is known that semicrystalline layers are formed at the
confined spaces during sliding in a lubricant [86], so it is
not unreasonable that flexoelectric effects can drive charge
separation in lubricants. Another extension is biological
materials, as flexoelectric effects in biological membranes
are well established [87]. We also note the magnitude of the
flexoelectricity-induced electric fields and surface potential
differences at asperities (and crack tips [22]) suggest
flexoelectricity can play a role in triboluminescence
[88–90], triboplasma generation [91], or tribochemical
reactions. Such hypotheses merit further work.
In summary, using the Hertzian and JKR models for

indentation and pull-off, we show that deformations by
nanoscale asperities yield surface potential differences via a

flexoelectric coupling in the �1–10 V range or more, large
enough to drive charge separation and transfer. The
direction and magnitude of the surface potential differences
depend on the applied force, asperity size, local topogra-
phy, and material properties. These findings explain some
previous tribocharging observations and we argue are the
first steps towards an ab initio understanding of triboelec-
tric phenomena.
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