
NORTHWESTERN UNIVERSITY

Identifying Support Effects in Nanoparticle Catalysis

A DISSERTATION

SUBMITTED TO THE GRADUATE SCHOOL

IN PARTIAL FULFILLMENT OF THE REQUIREMENTS

for the degree

DOCTOR OF PHILOSOPHY

Field of Materials Science and Engineering

By

Zachary R. Mansley

EVANSTON, ILLINOIS

December 2021



2

© Copyright by Zachary R. Mansley 2021

All Rights Reserved



3

ABSTRACT

Identifying Support Effects in Nanoparticle Catalysis

Zachary R. Mansley

This thesis focuses on identifying structure-property-performance relationships in sup-

ported nanoparticle catalysts, where an active catalyst material is supported on a high

surface area substrate. Identifying these relationships in supported nanoparticle catalysts

can be quite challenging, as the complex structure of these catalysts results in numerous

potential sources for changes to the catalytic performance. This work surmounts that

hurdle by minimizing the number of changing properties between different substrate ma-

terials and carefully studying and tabulating the properties that do change, allowing any

variations to the performance of the catalyst system to be rationalized.

To reduce the potential sources of changes to material properties and performance, a

series of structurally similar lanthanide scandate supports with well-defined facets were

used. This allows changes in both behavior of the supported nanoparticles and in catalytic

testing to be compared to the few changing material properties between the substrates,

and structure-property-performance relationships to be identified. This is in contrast to

comparing supports such as alumina and titania, where the vast number of differences
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between the two complicate the identification of any particular one as the source of change

in performance.

The lanthanide scandate nanoparticles are synthesized by collaborators as beveled

cubes, and their surfaces are studied first using a combination of spectroscopy, electron

microscopy, and density functional theory. A double layer, Sc-rich surface termination is

identified on a majority of the exposed surface area, indicating that the surface structure

and chemistry is unchanged across the series of support materials. The surfaces of the

beveled edges are also identified, and theoretical Wulff shapes are calculated using the

excess energies of each surface as a function of the chemical potential of the scandium

species at the surface.

Following these studies, Au nanoparticles were deposited on the support surfaces and

the structures, orientations, and interfacial energies of the supported nanoparticles were

assessed and compared across the different supports. Many twinned particles of Au were

identified, so a modified Winterbottom construction was derived to model the thermo-

dynamics of these particles. Studying the populations of Au on the supports, the crys-

tallinity and preferred orientation of the Au nanoparticles was found to be different on

each support, and it is hypothesized that this is due to the different lattice parameter of

the various lanthanide scandate materials. Additionally, the structure of the double layer

reconstruction on the pseudcubic (100) surfaces of the lanthanide scandate nanoparticles

forms a structurally matched interface with the (110) surface of FCC nanoparticles – an

interface not frequently observed.

The Au/LnScO3 materials were then used as catalysts for CO oxidation, and Au/NdScO3

was found to have the highest activation energy barrier for the reaction. Furthermore,
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desorption measurements identified NdScO3 as the support with the most basic surface.

This behavior was found to be the result of chemically active 4f electrons in NdScO3, iden-

tified by density functional theory and published spectroscopy of the different lanthanide

scandates. While the activity of these electrons increased the energy barrier for CO oxi-

dation using Au, preliminary work with Pt suggests that this effect can be leveraged to

reduce energy barriers in other systems.
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CHAPTER 1

Introduction

1.1. Motivation

As global energy consumption continues to rise amid grim outlooks for the future of the

environment, the need to increase the efficiency of industrial chemical reactions and reduce

emissions has never been more urgent. One of the many ways to begin addressing this

problem is the design and development of more efficient catalysts. Catalysts are materials

that promote chemical reactions by providing an alternate reaction pathway with smaller

energy barriers, and catalysis plays a significant role in many aspects of society. It is

estimated that 80-90 % of products made in chemical industry utilize catalytic processes

in their production [12].

Many types of catalysts exist, and this thesis focuses on supported metal nanoparti-

cles [13–15], which are small metal nanoparticles (diameters typically under 5 nm) on

substrates as in Figure 1.1. Chemical reactions catalyzed by metal particles occur at the

surface of the metal, and utilizing nanoparticles rather than large crystals increases the

surface area to volume ratio of the metal, providing more potential reaction sites for a

given amount of catalyst. Furthermore, some metals such as Au that are largely inert

at larger crystal sizes have been found to be catalytically active as nanoparticles [16].

Unfortunately, freestanding nanoparticles are prone to sintering together, reducing the
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Figure 1.1. Pt nanoparticles supported on SrTiO3 nanocuboids prepared
via ALD.

surface area to volume ratio, and as a result the catalyst nanoparticles are often dispersed

on substrates to stabilize them in reaction conditions.

A catalytic reaction over a supported metal nanoparticle will follow this general path:

reactants adsorb on the catalyst surface (either on the surface of the metal, the support,

or at the interface), react to form the product, then desorb leaving the active site on the

catalyst open for the next reaction. The support material, while sometimes viewed as a

spectator only present to prevent sintering, can significantly affect the reaction [17, 18]

and finding the optimal pairing of a metal and support material will lead to the best

catalyst system for a given chemical reaction. In pursuit of this goal, researchers are

trying to move away from the historical method of trial-and-error, and rather look to
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rationally design new, more efficient catalysts using knowledge of material science and

catalytic theory.

A common method to study support effects in catalysis is, for a given metal and

chemical reaction (e.g. CO oxidation using Au nanoparticles), to select a variety of

commonly used support materials such as titania, zirconia, and alumina and test each

catalyst system’s performance in reaction. Metrics such as the activation barriers and

selectivity towards different products are measured and conclusions are drawn linking the

performance of these catalysts to various changing support properties; however, when

comparing different supports a significant number of chemical and physical properties

can be different. These include, but are not limited to: chemical composition, band gap,

lattice mismatch, and adsorbate binding behavior. Consequently, it is often very difficult

to determine exactly which of the many variable properties is the most significant, and

therefore difficult to form predictive theories for the design of new, optimized catalysts.

This is further complicated by the surface of the material, it is well known that the

surface structure and chemistry of an oxide material can be different than the bulk.

When considering catalytic reactions with oxide supported nanoparticles, knowledge of

the chemistry and structure of the support surface is vital towards understanding both the

behavior of the support in reaction [18–20] as well as the interaction with the metal with

the surface of the support [18,21–24]. While both experimental and theoretical surface

studies are commonplace for well-defined single crystals, they do not adequately describe

the surface structures and properties of many nanoparticle supports used in catalysis,

which are often rough and poorly defined. This disconnect between highly controlled
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single crystal studies and high surface area nanoparticles is commonly referred to as the

“materials gap”.

This thesis focuses on using a series of support materials deliberately synthesized to

minimize this gap in understanding, with the goal of identifying the key support material

properties that affect catalytic performance. By identifying which of the many variable

properties of the support matter most towards facilitating efficient catalytic reactions,

predictive theories towards designing future catalysts can be formed and applied.

1.2. Faceted Lanthanide Scandate Supports

Figure 1.2. Secondary electron images of different LnScO3 supports demon-
strating a faceted, cuboidal morphology.
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Figure 1.3. . The structure of a typical LnScO3 material (NdScO3) is given
in (a) viewed down the [110] axis. Pink octahedra are ScO6 units and the
orange atoms are Nd. There are two pseudocubic units per unit cell, stacked
in the [001] direction. Pseudocubic lattice parameters are given in (b) along
with lattice parameters of the noble metals Ag, Au, Pt, and Pd.

In order to both (1) minimize the number of variable properties between different

support materials and (2) bridge the materials gap between controlled single crystals and

high surface area nanoparticles, a series of lanthanide scandate nanoparticles (LnScO3, Ln

= La, Nd, Sm, Gd) were synthesized by collaborators (R. J. Paull and E. P. Greenstein)

with a faceted geometry as depicted in Figure 1.2 [25,26]. These materials are distorted

orthorhombic perovskites with the Pbnm structure consisting of two pseudocubic units

stacked in the <001> direction, which are visible when viewed along the <110> direction

as in Figure 1.3a (it is often convenient to refer to the pseudocubic reference frame, and

pseudocubic units will be written as (hkl)pc herein). As synthesized, they form cuboidal

shapes principally exposing the {100}pc surfaces, with facets of the {110}pc type form-

ing at the edges. The LnScO3 materials have pesudocubic lattice parameters close to
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many catalytically relevant noble metals (Figure 1.3b) and, as described in later chapters,

similar structures and chemistries at the surface. By reducing the number of changing

properties between the studied support materials and forming well defined surfaces on the

nanoparticles, the faceted LnScO3 supports allow for controlled studies of support effects

in catalysis.

1.3. Organization

This thesis, “Identifying Support Effects in Nanoparticle Catalysis”, is organized into

9 chapters. Chapter 2 provides an overview of the experimental and theoretical methods

used to study the catalyst materials throughout the following chapters. In Chapter 3,

single crystal (110) surfaces of GdScO3, TbScO3 and DyScO3 are studied and a double

layer, scandium rich surface reconstruction is solved. In Chapter 4, similar scandium rich,

double layer reconstructions are identified on a majority of the exposed {100}pc surface

area of the prepared LnScO3 nanoparticle supports. Additionally, Chapter 4 contains

the structures of the {110}pc surfaces and a single layer termination which is found on a

small (approx. 10%) area of the {100}pc surfaces. Calculated energies from these surfaces,

as well as their chemistries, are then used to generate theoretical, thermodynamic Wulff

constructions [27–29] of the LnScO3 materials.

Metal nanoparticles are desposited on the surfaces of the LnScO3 materials for the

purpose of catalytic testing, and many form MTP geometries [30]. To fully understand

the thermodynamics of supported MTPs a modified Winterbottom construction [31] is

derived in Chapter 5. Chapter 6 describes the deposition of Au nanoparticles on the
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LnScO3 supports and discusses the various morphologies, orientations, and thermody-

namics of the Au. Chapter 7 contains results of CO oxidation experiments using Au

supported on LnScO3 coupled with desorption experiments and DFT investigation of the

bare support materials. Here, changes in the surface basicity owing to a 4f inductive

effect are identified as the driver of varied catalytic performance between the materials.

In Chapter 8, the (110) type interface formed between the noble metal nanoparticles and

support surfaces is modeled and discussed. Lastly, Chapter 9 is used to suggest areas and

directions for future research on these materials and their use in catalysis.
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CHAPTER 2

Experimental and Theoretical Methods

2.1. Transmission Electron Microscopy

Transmission electron microscopy (TEM) is a versatile characterization technique for

gaining structural and chemical information from a sample and is the principal experi-

mental technique used throughout this thesis. In addition to conventional imaging tech-

niques which can reveal details on length scales from microns to nanometers, aberration

correction and image processing have allowed for sub-Ångstrom resolution with a cur-

rent “resolution record” of 0.39 Å achieved at Cornell University [32]. Beyond imaging,

diffraction patterns containing crystallographic data can be collected and spectroscopy of

X-rays and inelastically scattered post-specimen electrons allows for chemical and elec-

tronic fingerprinting of a sample. Here the basics of the electron beam’s interaction with

the specimen will be described along with overviews of the relevant techniques used in

this thesis, and further detail is found in the references [1,33–36].

2.1.1. Electron Specimen Interaction and S/TEM Basics

There are two major ways to operate a TEM: (1) with parallel beam illumination where

the electron beam is spread over the relevant area of the sample or (2) by scanning a

focused probe across the image area and sequentially collecting the signal generated at

each point. Regardless of the beam geometry, when a high energy electron beam interacts
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with a sample (that is thin enough to allow transmission), many different signals are

generated which are outlined in Figure 2.1. Each of these signals is important and can be

utilized.

Figure 2.1. Schematic representation of the interaction between an electron
beam and a specimen with the resulting signals that are generated. Figure
adapted from [1].

First considering parallel beam illumination, images are formed in parallel where sig-

nal at all points of the detector is acquired simultaneously over a certain amount of time.

When using electrons from the direct beam, which primarily consists of transmitted elec-

trons that have not been diffracted along with some that have been dynamically scattered

back to the central diffraction spot, a bright field image is formed. Using the elastically

scattered electrons that do not dynamically scatter back to the origin will give dark field
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images, and an objective aperture is used to select which these electrons are included

in a particular image. At lower magnification, image contrast is determined by the am-

plitude of the electron beam, and that amplitude is affected both by diffraction and by

the mass/thickness of the sample. At higher magnification, with a degree of coherent

illumination, one can generate phase contrast images which will be discussed in the next

section. Viewing the diffracted electrons in reciprocal space at the back focal plane gives

a diffraction pattern, which contains crystallographic information about the sample.

In contrast to parallel illumination , image formation in scanning transmission electron

microscopy (STEM) is a serial technique. The transmitted beam is collected by a detector

centered under the beam to form bright field images and/or the diffracted beams are

collected with an annular detector centered around the transmitted beam in a technique

known as annular dark field (ADF) as the probe scans across the sample. The signal in

each detector is then binned and correlated to the probe position at the time of acquisition

in a sequential fashion. Additionally, incoherently scattered electrons can be collected

from high angles by a wider annular detector (or by changing the effective distance from

the sample to the detector known as the camera length) to form HAADF images which

have easily interpretable mass/thickness contrast.

Inelastic collisions between the electron beam and sample are also useful where the

resulting characteristic X-rays and inelastically scattered electrons can be collected as

energy dispersive x-ray spectroscopy (EDX) or electron energy loss spectroscopy (EELS)

respectively. EDX signals are dependent on the chemical composition of the material

and are used to identify and quantify the elements present in a sample. EELS signals

also contain this information, as well as information about the physical and electronic



43

structure of the sample. (EELS is not featured in this thesis work so further discussion is

not warranted here, however EELS spectra contain a plethora of information that can be

used to analyze a material [1]). In parallel beam illumination the spectroscopic signals are

not localized to any one point due to the size of the beam interaction with the sample, but

owing to the serial nature and small probe size of STEM these signals can be correlated to

the beam’s position at a given time and used to generate spatially resolved spectroscopic

information.

2.1.2. High Resolution Electron Microscopy (HREM), Aberration Correction,

and Image Simulation

HREM is found in most chapters of this thesis and allows for the indirect visualization

of atomic planes or columns. In contrast to HAADF, where contrast in atomic resolution

images is readily interpretable (imaging a single atomic column in HAADF will give signal

at the spatial coordinate directly corresponding to that column and will be proportional to

the mass/thickness of that column), HREM contrast is formed “indirectly” where contrast

is due to interference between the different diffracted beams. In HREM, the phase of

the electrons is affected by channeling along atomic columns and by distortions from

imperfections in the electromagnetic lenses. These phase changes result in interference

and therefore contrast in the image plane. Of course, this is a dramatic oversimplification

of phase contrast in the TEM and more specific details including channeling, contrast

transfer theory, dynamical diffraction, and the weak phase object approximation can be

found in many published texts [33–36].
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Electromagnetic lenses in the TEM are far from perfect and generate aberrations that

limit the attainable resolution of a microscope. To combat this and increase the resolution

limit of the TEM, aberration correctors were developed to correct for both the spherical

and chromatic aberrations in the lenses, and schematics of these aberrations can be seen

in Figure 2.2. The first aberration corrected TEM images were published in 1998 [37],

though this date is largely linked to advancements in computational technology rather

than theory. Aberrations in the TEM were identified as early as 1936 by Otto Scherzer

[38], who also proposed they could be corrected 1949 [39]. The first prototypical correctors

were developed in the mid 20th century [40]; however, manual alignment of the numerous

multipole lenses without computation was an insurmountable hurdle. The aberration

corrected imaging in this thesis was carried out using the Argonne Chromatic Aberration-

corrected TEM (ACAT), which is a FEI Titan 80-300 with a combined chromatic and

spherical aberration image corrector.

Figure 2.2. Spherical (a) and chromatic (b) lens aberrations. A spherical
aberration more heavily focuses waves far from the center of the lens, and a
chromatic aberration more heavily focuses waves of a higher energy. Figure
adapted from [2].
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As mentioned, specific features HREM images cannot be directly interpreted as struc-

tural features of the sample as they are closer to interference patterns than direct images,

and the contrast generated by an atomic column is a function of microscope, sample, and

imaging conditions. This difficulty of interpretation is demonstrated in Figure 2.3a, a

HREM image of a SmScO3 particle with a thickness gradient. Despite no changes to the

intrinsic crystal structure or symmetry, the contrast changes significantly moving across

the image. As a result, HREM is often paired with image simulation for comprehensive

understanding of an image. The electron in the TEM column, its interaction with the

sample, and the aberrations introduced by the electromagnetic lenses can be described

quantum mechanically and, given proper input parameters concerning the specific sample

and microscope, HREM images can be calculated.

One of the most common methods of HREM image simulation is the multislice method

[41], where the material is modeled in finite slices that act as phase gratings. An electron

beam with a wavelength of λ is stepped through the model material, first by transmitting

the electron wavefunction, φ(x, y, z), through the phase grating using a transmission func-

tion, t(x, y, z), dependent on the crystal potential, V (x, y, z) in a slice of with thickness

∆z

(2.1) t(x, y, z) = exp(iφ

∫ z+∆z

z

V (x, y, z′)dz)

with σ being an interaction constant dependent on the electron accelerating voltage. The

beam is then moved forward to the next slice with a propagation function. This can

be approximated as a Fresnel Propagator, as in Equation 2.2, but is more rigorously



46

described using the Green’s function in Equation 2.3.

(2.2) p(x, y,∆z) =
1

iλ∆z
exp(

iπ

λ∆z
(x2 + y2))

(2.3) G(~r − ~r′) =
exp(2πik(z − z′))

4π(z − z′)
exp

(
−iπk(x− x′)2 + (y − y′)2

z − z′

)

These equations form the basis of multislice imaging theory given mathematically in

Equation 2.4 as a convolution and Equation 2.5 in terms of Fourier Transforms (which are

easily handled by computers) and the multislice simulation process is pictured schemati-

cally in Figure 2.3b.

(2.4) φ(x, y, z + ∆z) = p(x, y,∆z) ∗ (t(x, y, z)φ(x, y, x))

(2.5) φ(x, y, z + ∆z) = F−1[P (kx, ky,∆kz)F(t(x, y, x)φ(x, y, z))]

The previously mentioned input parameters regarding the instrumentation and aber-

rations are not explicitly present in these equations as presented, rather are folded into

the electron wavefunction in the form of an aberration function χ(~k). For a more rigorous

description, please see the references [33–36,41]. All multislice simulations in this thesis

were performed using the software package MacTempasX.
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Figure 2.3. The HREM image of SmScO3 in (a) demonstrates the variation
in contrast as a function of sample thickness despite no changes to the
crystal structure, exemplifying the difficulty of directly interpreting HREM
images. The general process for multislice simulation is seen in (b), which
is reproduced from [3].

2.1.3. Beam Dose and Sample Cleaning

The materials studied in this thesis had two major, specific experimental considerations

that were necessary to ensure the data obtained via TEM was representative of the samples

prior to measurement. The first of these is the beam dose when viewing small Au particles.

These nanoparticles are quite sensitive to the beam, where their shape and size (due to

agglomeration) are affected by high electron doses. To prevent this from occurring, the

beam dose was reduced to the point where the nanoparticles appeared static under the

beam, then the beam was moved to a new area of the sample for imaging to ensure no

morphological changes occurred as a result of the beam interaction. This instability can

be seen in Figure 2.4.
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Figure 2.4. A gold nanoparticle changing shape under the electron beam
over time due to electron beam irradiation.

This particle instability also needed to be accounted for in the selection of sample

cleaning techniques, the second major consideration. Catalyst samples (and TEM samples

in general that have been exposed to the air) often have adsorbates and hydrocarbons

on the surface, which can contaminate the sample and lead to carbon buildup under

the beam. As a result, they must be carefully cleaned in a fashion that removes the

contaminants while maintaining the original structure of the sample in order to obtain

high quality, clean images. The samples in this work used to determine the size and

morphology of the Au were cleaned using an ozone cleaner, as other techniques such as

low temperature vacuum heating or plasma cleaning resulted in unacceptable particle

sintering.
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2.2. Density Functional Theory

Electrons and atoms are accurately described quantum mechanically using the Schrödinger

Equation, which has the time-dependent form:

(2.6) i~
∂

∂t
φ(~r, t) = Ĥφ(~r, t)

Where ~ is the reduced Planck constant, φ(~r, t) is the time-dependent wavefunction, and Ĥ

is the Hamiltonian that defines the total energy of that wavefunction and includes kinetic

energy, interaction between electrons and the nucleus, and electron-electron interaction.

This represents a many-body problem that scales as N3 for a N-electron system, making

an analytical solution for a real material system unfeasible.

This challenge was circumvented by Hohenberg and Kohn’s theorem that the ground

state energy of a system can be uniquely obtained from the system’s electron density [42],

reducing this many body Schrödinger Equation to multiple, single-body equations that

can be computationally solved [43]. Even so, solving the exchange and correlation terms

between electrons is a challenge, and a number of functionals have been developed to

attempt to approximate them, though they are imperfect. For some materials, particu-

larly transition metals and the lanthanide scandates studied herein, the accuracy of these

calculations can be improved by including a fraction of the exact exchange calculated in

this work using the ”exact exchange for correlated electrons” (EECE) method [44, 45],

referred to herein as a hybrid fraction.

The DFT calculations in this work were done using WIEN2k, an all-electron aug-

mented plane wave + local orbitals code [46]. This package treats the orbitals inside of a

defined “muffin tin” radius as spherical harmonics, and those outside of the radius as plane
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waves, with appropriate boundary condition matching at the muffin tin edges. The func-

tional used throughout is PBEsol [47], a revised version of the Perdew-Burke-Ernzerhof

(PBE) functional [48] for solids and surfaces.

DFT is applied in two major ways throughout this work: to determine exact atomic

positions of surface reconstructions and to calculate electronic structure details of the

lanthanide scandate materials. The lanthanide scandate materials are electronically com-

plex, and previous work has demonstrated that careful selection of hybrid fractions (Ln

4f: 0.38, Ln 5d: 0.50, Sc 3d: 0.80) and muffin tin radii (Ln: 2.02, Sc: 1.82, O: 1.68)

are necessary for accurate calculation of their energies and properties [49]. These values

minimize the forces on the atoms using known bulk positions from experimental data [50].

2.3. X-ray Photoelectron Spectroscopy

XPS is a technique in which a sample surface is bombarded by X-rays and electrons

generated via the photoelectron effect are collected and energetically fingerprinted using

a hemispherical detector. When an electron is ejected by an incident X-ray with energy

hν, the kinetic energy of the electron is equal to:

(2.7) KE = hν −BE − Vc

Where BE is the binding energy of the electron and Vc is the potential in the sample that

may be present due to charging in insulators. These photoelectrons have specific binding

energies depending on their origin and can be used to gain information about a sample’s

composition and the valence state of the atoms. In insulators that charge and have a
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non-zero Vc, known binding energies of certain species such as the carbon 1s signal at 285

eV are used to charge-correct the overall spectra.

The inelastic mean free path of the escaping photoelectrons is rather short, generally

under 10 nanometers or smaller for most laboratory X-ray sources, making this a surface

sensitive technique. Of particular use is the relationship between the escape angle of the

photoelectrons and their intensity. As the trajectory of the photoelectrons angles away

from the surface normal, the effective escape depth is decreased and the signal intensity

from a depth normal to the surface d is attenuated as in Equation 2.8, where λ is the

inelastic mean free path of the electron, and θ is the angle measured away from the surface

normal:

(2.8) I = I0 exp

(
− d

λ cos(θ)

)

By changing the angle of the sample normal with respect to the detector, this relation-

ship can be leveraged to adjust the surface sensitivity of the measurement. At high angles,

only photoelectrons generated very close to the surface will escape towards the detector.

This technique, known as angle-resolved XPS, is used in Chapter 3 to approximate the

surface chemistry of LnScO3 single crystals.

2.4. ICP-MS/OES

Inductively coupled plasma mass spectrometry/optical emission spectroscopy (ICP-

MS/OES), is a method to gain precise information about the concentration of metal

ions in solution. In this work, ICP-MS/OES is used to determine the weight loading of

Au on the LnScO3 supports. After digesting the solid catalyst samples in either HF or
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HCl, the resulting solution is ignited by a plasma and either the characteristic optical

emissions or masses of the resulting ions are measured. To determine the exact quantities

of the relevant species, these signals are then compared to prepared standards of known

concentration. In this thesis the metal weight loadings on the LnScO3 supports are

determined by taking the ratio of Au to Sc.
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CHAPTER 3

Surfaces of (110) LnScO3 (Ln = Gd, Tb, Dy) Single Crystals

3.1. Introduction

Schlier and Farnsworth observed diffraction peaks indicating a Si surface lattice 7 times

larger than the bulk unit cell over 60 years ago using the relatively new technique of low

energy electron diffraction – the first observation of the now famous (7x7) reconstruction

of the Si (111) surface [51, 52]. Surface reconstructions have since been identified on

crystalline materials ranging from pure metals [53–56], to semiconductors [57, 58], to

oxides [19,59–64], and these reconstructions can be quite different than the bulk of the

material. Surface reconstructions can have both structural and chemical differences from

the bulk with unique properties that dictate the behavior of that surface. Despite this

established research, oxide surfaces are often modeled as simple bulk truncations, or bulk

truncations with a few oxygen vacancies, without evidence to support these assumptions.

Chemical reactions in heterogeneous catalysis occur at a material’s surface, and precise

knowledge of the surface is necessary when attempting to identify the chemistry of active

sites. Assuming a bulk truncation for the LnScO3 support materials would be näıve when

trying to unravel structure-property-performance relationships in catalytic testing, espe-

cially since other well studied perovskite materials such as SrTiO3 [59] (and references

therein), LaAlO3 [62,63], and KTaO3 [65] are known to either form surface reconstruc-

tions or entirely different surface phases. Furthermore, the lack of a valence neutral bulk
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termination (discussed later) for the LnScO3 surface indicates that some reconstruction

is necessary [66].

As a first step towards understanding the surfaces of the LnScO3 nanoparticles, surface

studies of commercially available, (110) oriented single crystals of GdScO3, TbScO3, and

DyScO3 were performed to identify any surface reconstructions or chemical differences

from the bulk. As mentioned in Chapter 1, this surface is one of the pseudocubic {100}

surfaces ({100}pc) and represents a significant portion of the exposed surface area of the

synthesized LnScO3 nanoparticles used in subsequent chapters. While it is not necessary

for single crystals and nanoparticles to share a surface termination, single crystal studies

yield useful insights and provide a starting point for considering surface reconstructions on

nanoparticles, which are not suitable for experimental techniques such as angle-resolved

XPS of a single surface. While this thesis is framed around applications in nanoparti-

cle catalysis, this is not the only reason to study the surfaces of these materials - lan-

thanide scandate single crystals are widely used as thin film growth substrates [67–70],

and changes to the substrate surface structure and chemistry are known to affect film

growth [20,22,71,72].

3.2. Methods

A combination of experimental and theoretical techniques were used to solve the re-

construction on the (110) surfaces of LnScO3 (Ln = Gd, Tb, Dy) single crystals; the

technical specifics of these techniques were discussed in Chapter 2. Specific calculations

in this chapter were done using a RKmax (which is the product of the smallest atomic

sphere radius, 1.68 here, and the largest K-vector) of 6.0, a 1 x 4 x 4 k-point mesh, and
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slabs with 92 unique atoms and P121/m1 symmetry. Approximately 14 Å of vacuum

separated the slab surfaces, and slab lattice parameters were 70.3 x 8.0 x 8.0 Å .

The surface reconstructions herein are solved using a three step process:

(1) Establish constraints on the potential surface reconstructions using experimental

data and chemical theory

(2) Use those constraints to generate potential models for the reconstruction that

are assessed using DFT

(3) Compare the predicted solution to experimental to ensure agreement

While it is possible to avoid the first step and move straight to the generation of surface

models, the number of potential structures would be staggering when considering vari-

ations to chemistry, periodicity, and structure with no external information. By using

electron diffraction and angle-resolved XPS of the single crystal samples to determine

the surface chemistry and periodicity, that number is significantly reduced. Furthermore,

in a system that lacks valence neutral layers in the [110] direction (discussed in Section

3.5), there exist rather strict constraints on the potential chemistries at the surface and

assessing these structures with DFT becomes a manageable endeavor.

To prepare the single crystal samples for study in XPS and electron diffraction, [110]

oriented single crystals of GdScO3, TbScO3, and DyScO3 were obtained from the MTI

Corporation. 3 mm discs were extracted from the crystals and thinned with SiC sandpaper

to approximately 120 µm, then dimpled using a Gatan 656 Dimple Grinder until 20 µm

thick at the center. The dimpled samples were then thinned using ion-beam milling in

a Gatan Precision Ion Polishing System operated between 2.5 and 5.5 keV until electron

transparent. Ion beam thinning introduces disorder at the surface, so the samples were
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then annealed at 1050 ◦C in air for 12 hours to reorder the surface. The annealing

step was carried out immediately before characterization experiments to minimize surface

contamination from the environment. After XPS, AFM experiments were performed on

the samples using a Bruker FastScan AFM operated in tapping mode. XPS and AFM

measurements were carried out with assistance from C. A. Mizzi.

3.3. Experimental Results

Figure 3.1. AFM (a-c) and surface sensitive electron diffraction (d-f) of the
studied LnScO3 materials. GdScO3 (a,d), TbScO3 (b,e), and DyScO3 (c,f)
all show similarly stepped surfaces and a (1x1) periodicity. Scale bars in
(a)-(c) are 200 nm those in (d)-(f) are 2 nm−1.

Following thinning and annealing, the surface of each sample demonstrated steps of

unit cell height observed by AFM as in Figure 3.1(a-c), akin to surfaces of similar oxide ma-

terials after comparable processing [73,74]. Surface sensitive electron diffraction, which

involves an electron beam in nanodiffraction geometry positioned at a very thin/edge
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region of the sample, was performed on these samples and did not indicate any larger

cell reconstruction as seen in Figure 3.1(d-f). This indicates a (1x1) periodicity. Addi-

tionally, there is no amorphous surface scattering typical of ion polished samples prior to

annealing, indicating that the surface is ordered.

Figure 3.2. Angle resolved XPS intensity ratios of the integrated scandium
2p and lanthanide 3d signals as a function of angle demonstrate a relative
increase in the Sc signal as the angle of the detector with respect to the
surface normal is increased, indicating a Sc rich surface. The signals were
normalized such that the ratio at θ = 0 was 1.

The surface chemistry was probed with angle-resolved XPS and the results are given

in Figure 3.2 for each of the studied materials. By taking the ratio of the Sc 2p and

the Ln 3d signals as a function of the detector angle, it is evident that both (1) the

ratio shifts in favor or Sc at higher angles and (2) it does so in a similar fashion for
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all 3 materials within the error of the experimental method. As discussed in Chaptr 2,

increasing the detector angle, θ, with respect to the surface normal causes the surface to

contributes more to the measured signal as the effective escape depth of the electrons, d,

decreases with the relationship d = λ cos(θ), where λ is the inelastic mean free path of the

generated photoelectron with a specific kinetic energy in the material. Therefore, these

results indicate that all of the studied materials have a similarly Sc rich surface.

3.4. XPS Model

Beyond knowing that the surface reconstruction on the LnScO3 materials is Sc rich,

one can go further to quantify the chemistry of the surface by modeling the XPS signals

and considering the important constraint of valence neutrality. The quantification of XPS

signals is discussed first in this section.

Using calculated photoionization cross sections of the relevant core states [75], the

planar density of the atoms, and the inelastic mean free paths of the photoelectrons

generated in the material, one can generate a model for the relative signal between two

different atomic orbitals as a function of detector angle. (As an aside, the calculated

values of the photoionization cross sections may differ from experimental values and the

sensitivity of the model to this potential error will be discussed later; furtheremore, there

are various methods for calculating these values, and interested readers are directed to the

references [76–78]) With the use of additional constants one can also model the absolute

signals, but in this case we are concerned with the relative difference between the Sc 3p

and Ln 4d signals, and those constants are inconsequential. A full discussion of how to

model these absolute signals can be found in the references [79–81].
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The bulk signal ratio between the aforementioned states is modeled using the following

equation:

(3.1)
ISc2p,bulk
ILn3d,bulk

=
αSc2pρSc
αLn3dρLn

∑∞
m=1A

2m−2
Sc2p∑∞

m=1A
2m−1
Ln3d

=
αSc2pρSc
αLn3dρLn

1

A2
Sc2p − 1

A2
Ln3d − 1

ALn3d

where αi is the photoionization cross section, ρi is the areal densty of the relevant atom,

m is the number of unit cells generating signal (with respect to penetration/escape depth,

not in-plane width), and Ai is an attenuation function dependent on the layer thickness,

t, inelastic mean free path of the electron λi, and the angle of the detector with respect to

the surface normal θ, such that Ai = exp(− t
cos θλi

). Simply put, the αiρi term represents

signal generation and Ai attenuates that signal as it moves through the solid. The sum

converges to the expression on the right side of the equation, and this represents a slab

that is thicker than the inelastic mean free path of the relevant electrons.

This equation is formulated such that the topmost layer of the LnScO3 bulk unit cell

is a ScO−2 layer, though this can be changed by swapping the exponents of the attenuation

function in the summation term between the Ln and Sc. To add more surface layers to

the model, for example another Sc rich layer, one would apply the attenuation function to

the bulk signals and then add another layer of unattenuated Sc signal, as demonstrated

here:

(3.2)
ISc2p
ILn3d

=
αSc2pρSc2p + ASc2pISc2p,bulk

ALn3dILn3d,bulk

Figure 3.3 compares the experimental DyScO3 data against the model both for dif-

ferent numbers of excess Sc layers and for Sc layers of different chemistry (i.e. different

Sc areal density). As seen, there is a significant change in the predicted signal when the
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Figure 3.3. Modeled intensity ratios compared to the DyScO3 experimental
data. The data has the best match to the double layer, though the model is
too coarse and experimental uncertainty too high to predict an exact layer
chemistry.

number of surface layers is changed; however, changing the chemistry of each layer yields

little change (the difference between the double and 2.5 layer in Figure 3.3 is a 50% in-

crease in the Sc density of the outer layer). It should be noted that the model assumes a

perfect, clean surface while in experiment there will always be a small amount of adsorbed

species on the surface from the environment. This would introduce some damping on the

overall signal; however the magnitude would be quite small. The data was found to have

the closest match to the double layer termination, though the error associated with the
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experiment from sources such as photoelectron channeling, inherent error in the model,

and the small magnitude of the changes associated with different chemistries makes it

impossible to predict an exact stoichiometry.

Returning to address any error associated with calculated values of αi, the impact of

changing this term will be similar to changing the layer chemistry, ρi. This is relatively

minor for a change of 50% comparing the double layer and 2.5 layer ρi in Figure 3.3,

indicating that uncertainty in these values is not a significant source of error in the model.

3.5. Valence Neutrality of the Double Layer

While the aforementioned data and model are too coarse to ascertain the stoichiometry

of the double layer, chemical constraints reduce the number of allowable stoichiometries

significantly due to the condition of valence neutrality at the surface. While valence

neutrality is relatively straightforward to achieve in a 242 perovskite such as SrTiO3, this

is not the case in LnScO3, a 332 perovskite. As outlined in Figure 3.4, each atomic layer

in LnScO3 has a 1+ or 1− valence, compared to neutral layers in SrTiO3. As a result, the

outermost layer of the surface reconstruction must balance the non-zero valence of the

layer below.

Pauling’s Rules [82] and their application to surface structures [59] will be discussed in

greater detail in Chapter 4, though one important consequence of these rules here is that

atoms will conform to bulk-like structures if possible. This implies that the subsurface Sc

layer of the Sc rich double layer will be as bulk-like as possible, adopting the ScO−2 layer

structure to achieve the lowest energy configuration. As a result, the outermost layer

will need an overall valence of 0.5+ to balance. (A convenient way to consider valence
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Figure 3.4. Comparison of layer valence in a 242 (SrTiO3) and a 332
(DyScO3) perovskite.

balancing is that half of a layer’s valence will be balanced by the layer below it and the

other half by the layer above it, meaning the surface layer has to balance 0.5− from below

and 0 from the vacuum above.)

Expanding the scope to two pseudocubic units results in doubling the previously men-

tioned values such that the subsurface layer is Sc2O2−
4 and the valence of the outermost

layer must be 1+. This can be achieved through stoichiometries of ScO+ + nSc2O3 where

n is an integer. Considering this, the only realistic stoichiometry for the outermost layer

of the double layer termination is where n = 1, or Sc3O+
4 , since the others would be either

far too sparse or far too dense given the surface unit cell area to form a realistic double

layer.
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Figure 3.5. DFT relaxed structure of the double layer termination on
DyScO3 (110). Considering the Pbnm reference frame, the view directions
are [110] (a), [1̄10] (b), [001] (c). Bulk ScO6 octahedra are colored grey,
surface ScO5[] are blue, and surface ScO4 are red. Dy atoms are pictured
as blue spheres.

3.6. Double Layer Solution and Electronic Structure

In the previous sections, constraints were established through experiment and chemical

theory that the surface is a double layer with (1x1) periodicity and a stoichiometry of

Sc3O4 in the outermost layer. Of 8 available sites for Sc, 6 of them are filled to give a

valence neutral structure and all of these permutations were explored using DFT. The

resulting low-energy solution is given in Figure 3.5 for DyScO3 and is largely the same on

GdScO3 with some minor variations in the exact positions of the surface atoms owing to

the differences in lattice parameter and octahedral tilts of the materials. The surface of

TbScO3 is likely very similar to this as well, however there are ambiguities with respect
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to the single, minority Tb 4f electron that preclude calculating an exact DFT minimized

structure [49].

Figure 3.6. PDOS of GdScO3 (a) and DyScO3 (b). The figure lines are
colored to correspond with Figure 3.5, where red is associated with ScO4,
blue with ScO5[], and black are the bulkmost ScO6. The gray shaded region
shows the pDOS from a separate, bulk calculation. The Fermi energy (0)
is set at the highest occupied state of the O 2p. The occupied Sc and
unoccupied O states have been scaled up by a factor of 10 for clarity.

This structure consists of ScO5[] (the [] denotes a vacancy site) and ScO4 units colored

blue and red respectively. The pDOS of each of these units is plotted in Figure 3.6, and

as demonstrated the surface states extend below the bulk conduction band edge and an

in-gap state is created which is largely attributed to the ScO4 units. This in-gap state

has been observed experimentally via EELS and ultraviolet photoelectron spectroscopy

measurements [83], verifying the presence of these underbonded Sc atoms.
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3.7. Conclusions

As a result of the polarity of each atomic layer, the (110) surface of LnScO3 must

undergo reconstruction to attain a valence neutrality. Here a Sc rich double layer termi-

nation was identified as one such reconstruction, though importantly it is not the only

possible surface structure for this material. Additionally, surface structures containing

adsorbates were not explored here and are a candidate for future experimental and theo-

retical studies.

This valence balancing is not unique to LnScO3: the non-zero valence of each (110)

layer is universal to all 332 perovskites. As a result of this non-zero valence, the limited

number of accessible surface chemistries at the surface of these materials significantly

narrows the window of potential reconstructions. Therefore, it is likely that this recon-

struction sits on or near the convex hull for most, if not all, {100}pc surfaces of 332

perovskite materials with double layer, B-site terminations provided the chemistry can

be controlled. This can be seen in the LnScO3 materials here and in the upcoming chap-

ter, where a similar double layer is present regardless of the A site cation and synthesis

method.

The work in this chapter has been published in [84].
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CHAPTER 4

LnScO3 Nanoparticle Surfaces

4.1. Introduction

The (110) surfaces of GdScO3, TbScO3, and DyScO3 single crystals were studied in

Chapter 3, and in this chapter I transition to the hydro-sauna synthesized LnScO3 (Ln =

La, Nd, Sm, Gd, Dy) nanoparticles used throughout the remainder of this thesis [25,26].

In addition to (110) surfaces, these nanoparticles expose facets of the (001), (100), (010),

and (112) surfaces. Like the (110), the (001) of LnScO3 is a (100)pc surface, and together

the (110) and (001) facets represent a significant majority of the exposed surface area.

The other 3 surfaces mentioned above constitute the {110}pc family of planes and appear

at the particle edges, as shown in Figure 4.1.

Knowledge of the structure and chemistry of the exposed nanoparticle surfaces will

be important when attempting to understand the behavior of these materials both in

catalysis (Chapter 7) and when interacting with supported metal nanoparticles (Chapter

6 and Chapter 8); however, the experimental techniques used in Chapter 3 to study single

crystal surfaces such as surface sensitive electron diffraction or angle resolved XPS are not

applicable here due to the sample morphology. Instead, aberration corrected profile view

imaging [54, 85–93], along with the chemical constraints mentioned in Chapter 3, are

used to inform potential surface models that are assessed via DFT. Multislice simulations

of these predicted structures are then compared to the images to verify those models.
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Figure 4.1. HREM of a faceted NdScO3 nanoparticle in (a), along with a
corresponding power spectrum of the image in (b). The particles primarily
expose the {100}pc surfaces, along with the {110}pc at the edges. Secondary
electron images of the nanoparticles used as supports in the catalytic ex-
periments in Chapter 7 are shown in (c).

Using this approach, Sc-rich surfaces are observed on all facets of the nanoparticle

supports. The {100}pc surfaces have a double layer, Sc-rich surface termination on a

majority of the exposed area, and a small fraction of the exposed surface is terminated



68

with a single layer reconstruction. Turning to the {110}pc surfaces, they are all found to

contain single layer, Sc-rich reconstructions with oxygen vacancies.

4.2. Methods

Figure 4.2. Beam/sample interaction geometry when imaging down a
[100]pc and [110]pc zone axis of a faceted, cuboidal particle with beveled
edges, along with kinematically calculated diffraction patterns of the po-
tential zone axes. When imaging along a [100]pc direction, the sample is
thick but the view direction is easily discernible between the different [100]pc
directions, the [110] and [001]. Conversely for the [110]pc zone axes, it is
possible to image using a very thin region of sample, but it can be difficult
to determine the specific zone axis as the diffraction patterns of two of the
[110]pc directions are nearly identical.

Aberration corrected TEM was performed using the ACAT operated at 200 kV at

Argonne National Laboratory. To obtain profile view images of the surface structures,

the nanoparticles were oriented such that the surface normal of the imaged surface is

perpendicular to the beam direction. For the faceted LnScO3 particles studied here,
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this involves imaging down either a [100]pc or [110]pc zone axis. Both of these imaging

geometries have benefits and drawbacks which are highlighted in Figure 4.2.

Table 4.1. Number of atoms and k-point meshes used in DFT calculations.
With the exception of the “(001) double layer (1x1)” and the “(010) Ln2O
vacant” structures, all k-point densities are the same. Those exceptions
were not converged to higher densities as it quickly became apparent they
were not realistic solutions.

Slab Type Atoms (total) k-point mesh
(001) double layer (1x1) 102 4x4x1
(001) double layer (2x2) 400 4x4x1

(110) single layer 230 1x4x4
(010) Ln2O vacant 122 3x1x2

(010) O2 vacant 132 6x1x4
(100) O2 vacant 132 1x6x4
(112) O2 vacant 260 1x3x4

DFT calculations were performed using parameters described in Chapter 2. All cal-

culations were performed with P1̄ symmetry and the number of atoms and k-point mesh

density of each slab are found in Table 4.1. In all cases, atomic positions were allowed

to relax. Most of the calculations are performed using GdScO3, though the low energy

solution for the (001) double layer reconstruction was also calculated on NdScO3 for com-

parison. Multislice simulation was performed with the MacTempasX software package

using typical working conditions of the ACAT (Cs < 10 µm, 40 nm focal spread).

4.3. {100}pc Surfaces

4.3.1. (110) Double Layer

Figure 4.3 contains images of {100}pc double layer surface terminations on the LnScO3

nanoparticles. While it is difficult to determine if the images in 4.3(a-e) are the (110)



70

or (001) surfaces as discussed in the previous section (see Figure 4.2), Figure 4.3f is

definitively the (001) while 4.3g is the (110). Figures 4.3c and 4.3g contain multislice

simulations based on the (110) structure presented in Chapter 3 overlaid and demonstrate

a good match, confirming the double layer reconstruction on both the nanoparticle and

single crystal (110) surfaces.

Figure 4.3. Aberration corrected HREM of the Sc-rich double layer ter-
minations on the LnScO3 materials. Figures (a-e) are LaScO3, NdScO3,
SmScO3, GdScO3, and DyScO3 in order viewed along a [110]pc axis, where
the small thickness and surface structure allow for a clear visualization of
the double layer. Shown in (f) and (g) are the (001) LaScO3 surface and
(110) GdScO3 surface respectively viewed along a [100]pc axis. In (f) and
(g) the sample thickness and structure do not allow for a clear visualization
of the double layer, but the overlaid multislice simulation, outlined in red,
in 3g shows a good match at the surface. 3c also has an outlined multislice
simulation overlaid.

4.3.2. (001) Double Layer

The (001) surface in Figure 4.3f has a similar surface motif as the (110) in 4.3g, indicating

the surface reconstruction is comparable. This is not surprising as both constitute (100)pc

type surfaces, however they are symmetrically distinct and the (001) surface must be
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considered independently to explore any potential differences. As discussed in Chapter 3,

a valence neutral (100)pc surface will have 6/8 potential Sc sites of the outer layer occupied,

and it is these specific site occupancies and the resulting atomic relaxations that may vary

between the (110) and (001). To explore the potential surface reconstructions, (1x1) and

(2x2) structures were considered that both maintained valence neutral stoichiometry and

adhered well to Pauling’s Rules – the impact of Pauling’s Rules on surface structures and

energies [59] will be discussed in the next section.

Figure 4.4. DFT relaxed structures of the low energy solutions of the (001)
double layer solution on GdScO3 with (1x1) (Figs a/c) and (2x2) (Figs
b/d) symmetries. (a) and (b) show plan views of the surfaces along the
[001] direction, while (c) and (d) are profile views along the [010]. Grey
polyhedra are bulk ScO6 units, pink are surface ScO6, blue are surface
ScO5[], and red are surface ScO4. Purple atoms are Gd.
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The low energy solutions for both the (1x1) and (2x2) structures are shown in Figure

4.4. These structures are stoichiometrically identical and only differ in the which of

the potential Sc sites are occupied. The polyhedral units at the surface are either ScO4,

ScO5[], or ScO6 which are red, blue, and pink respectively in Figure 4.4. While the specific

site occupancies and relaxations are different than the (110) surface, the approximate

positions of each Sc site are similar. As a result, they are comparable in profile imaging,

as demonstrated in Figure 4.5.

Figure 4.5. Multislice simulations of selected (2x2) structures on the
GdScO3 (001) surface are shown above. As noted in Table 4.2, 2a is the low
energy solution while 2b is very close in energy such that it likely coexists
on the surface. Structure 2e is modeled after the (110) double layer recon-
struction before relaxation. As shown in the simulations, variations to the
specific polyhedral arrangements do not generate a significant change in the
profile view images as the structures are two-dimensional projections.

The (2x2) is the lowest energy structure, with an excess surface energy of 2.15 J/m2

on GdScO3. For comparison, this structure was also calculated on NdScO3 and the pDOS

of the (2x2) structure on both GdScO3 and NdScO3 are found in Figure 4.6. In light

of the similarities in the surface states between the two (the surface states on the two
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materials are more similar to each other than to their respective bulk states), I expect

that calculations of the other LnScO3 materials would yield very similar results.

Figure 4.6. pDOS of the Ln 4f, Sc 3d, and O 2p states of the double layer
(001) structure on GdScO3 (a) and NdScO3 (b). In all cases, black lines
represent the bulkmost unit cell. For the Ln 4f and O 2p, red lines are
the surface-most atoms, and in the Sc 3d purple lines represent Sc in ScO6

polyhedra, blue in ScO5[], and red in ScO4. The occupied Sc 3d and unoc-
cupied O 2p states are magnified by a factor of 10 for visibility as noted in
the figure.

The relative energies of other potential surface structures that were assessed via DFT

are given in Table 4.2. Considering that kbT at room temperature is approximately

25 meV, along with the added enthalpy and entropy of the hydro-sauna synthesis, I

hypothesize that the surface is either (1) a mixture of domains of structure 2a and 2b

or (2) disordered with respect to which specific sites are vacant while still maintaining

valence neutrality (this is discussed in the next section).
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Table 4.2. Relative energy of each (1x1) and (2x2) structure compared to
the minimum energy solution, 2a. Structures 2a-2g represent the (2x2)
structures and 1a/1b are (1x1). Structures 2a-2d are translations of the
low energy solution in Figure 4.3(b/d), while 2e-2g are based on the solved
(110) structure, which is shown to be comparatively unfavorable on this
surface.

(001) structure Energy difference (meV/PC unit)
2a 0
2b 84
2c 191
2d 204
2e 3169
2f 3921
2g 5935
1a 549
1b 908

4.3.3. Pauling’s Rules in Surface Structures

Although the (1x1) solution has a higher energy than the (2x2) by 549 meV per pseudocu-

bic unit and almost certainly is not present on the nanoparticles, it is worth discussing in

comparison to the (2x2) as an example of how Pauling’s Rules [82] apply to surfaces [59].

Considering Pauling’s rules when generating hypothetical surface structures, a struc-

ture should (1) maximize symmetry, (2) prefer corner sharing to edge or face sharing

polyhedra, and (3) attempt to mimic the bulk structural units if possible. These follow

directly from the first, third, and fifth rules for bulk crystals. When considering the (1x1),

the symmetry constraints lead to neat, grid-like rows of edge sharing ScOx polyhedra, with

the polyhedral unit at the intersections of the gridlines sharing 4 edges. In the (2x2), the

polyhedral units are staggered, which both allows corner sharing and a relaxation of some

Sc atoms away from the vacuum far enough to coordinate with 6 O atoms, as Sc does

in the bulk. Furthermore, the (1x1) reconstruction results in a vertical elongation of the
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subsurface ScO6 polyhedra that is noticeable upon visual inspection of Figure 4.4c, and

this is not present in the (2x2).

Despite the lower overall symmetry, the favorable corner sharing and presence of bulk-

like polyhedra in the (2x2) results in a lower energy. A similar effect is also attainable

through disorder in the occupied Sc sites. For clarity, this is not a completely random

arrangement of Sc on the surface, rather disorder in which 6 of the 8 possible Sc sites

are occupied in a given surface unit, avoiding the grid-like rows of the (1x1) that lead

to higher energy structures. The fact that other (2x2) polyhedral arrangements of the

surface are very close in energy (Structures 2a-2d) support this hypothesis.

4.3.4. Single Layer Termination

As seen in Figure 4.7, a single layer reconstruction was observed alongside the double

layer. This half-unit cell step is infrequently observed. From imaging I estimate <10%

of the surface contains this reconstruction. Comparing the image to the neighboring

atomic layers and the bulk, the structure appears bulk-like; however, a bulk single layer

termination at an ScO−2 layer is not valence neutral. To achieve valence neutrality in this

layer without the addition of adsorbates, 0.25 O atoms must be removed per ScO−2 , which

corresponds to removing 1 O atom per Sc4O4−
8 to yield a surface chemistry of ScO0.5−

1.75 per

pseudocubic unit. This gives valence neutrality when balanced with the subsurface LnO+

layer.

In a similar method to that described for the double layer terminations, permutations

of the single layer surface that maintain a bulk-like ordering (as informed by the images)

with the required oxygen vacancy were assessed with DFT. The resulting energies are



76

Figure 4.7. Aberration corrected HREM of a single layer region on a (100)pc
surface of LaScO3. Outlined in red is a multislice simulation based on the
predicted low energy structure in Figure 4.8. The rapidly changing thickness
of the nanoparticle moving away from the surface makes a larger multislice
simulation unfeasible.

reported in Table 4.3, and the low energy solution is pictured in Figure 4.8 along with the

corresponding pDOS. Structures 1 and 2 only varied by 15 meV per pseudocubic unit,

which is below kbT at room temperature and nominally equivalent. As a result, both

terminations are equally likely (probably coexisting in small domains). This calculation

was performed on a (110) surface, and an analysis of the (001) would be very similar,

though perhaps with a different preferred vacant site as with the double layer terminations.

Table 4.3. Energy differences compared to the minimum energy structure
the single layer reconstruction. The energies of structures 1 and 2 are
essentially equivalent considering kbT at room temperature.

Single layer structure Energy difference (meV/PC unit)
1 0
2 15
3 143
4 225
5 2478
6 2481
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Figure 4.8. The DFT predicted structure for the single layer termination
on the (110) surface is pictured in (a), with polyhedra colored as described
in Figure 4.4. (b) The pDOS of the surface is shown in (b) with the same
convention as Figure 4.6.

Mixed terminations are known to occur on complex oxides (such as SrTiO3), and the

presence of a single layer mixed in with the double layer is not particularly surprising. It

should be noted that the single and double layer surfaces have a different stoichiometry

and can therefore coexist without issue; additionally, they are not directly comparable via

DFT calculated energy alone. This single layer reconstruction was observed infrequently,

and not seen at all on the single crystal samples examined in Chapter 3 (there were no

half-unit cell steps in the AFM). The synthesis conditions of the nanoparticles (moderate

temperatures in humidified Ar) and preparation of the single crystals (high temperature

anneal in air) are quite different and varied processing environments are known to affect

surface reconstructions. Evidently, the hydro-sauna synthesis environment is favorable
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towards the single layer termination – the double layer is still preferred overall on the

nanoparticles, but the single layer is favorable enough during synthesis to coexist on a

small portion of the surface.

4.4. {110}pc Surfaces

Figure 4.9 contains aberration corrected profile view images of two (110)pc surfaces,

the (010) on LaScO3 and (100) of GdScO3, with a multislice simulation of the predicted

low energy solution overlaid on the LaScO3. Both surfaces appear the same, indicating the

reconstruction is similar on the different {110}pc surfaces and on the different materials.

This result is consistent with the similarity of the {100}pc double layer surfaces across the

LnScO3 series.

Figure 4.9. HREM of two (110)pc surfaces are shown on the right, along
with corresponding low magnification images and diffraction patterns of the
nanoparticles on the left. A multislice simulation based on the (010) pre-
dicted structure is overlaid on the LaScO3 and shows and excellent match.
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The close similarity between the surface and bulk ordering is immediately evident;

however, the intensity at the surface is relatively constant at the cation columns where

the bulk alternates between light columns, or “type 1”, and columns with a light center

and dark outer ring, “type 2”. Considering the bulk portion of the multislice simulation

on LaScO3 in Figure 4.9, the type 1 and type 2 columns correspond to Sc and Gd columns

respectively, and the surface of the image matches well with the Sc columns. This suggests

that the surface is Sc rich, similar to the {100}pc surfaces, and maintains a bulk-like

ordering.

Candidate structures of Sc-rich surface terminations were compared using DFT. In

LnScO3, the (110)pc atomic planes consist either of Ln2Sc2O8+
2 or O8−

4 , and require re-

construction to achieve valence neutrality. This can happen in two ways, either removing

two O atoms in a terminating O8−
4 layer (and replacing the Ln cations with Sc in the

surfacemost LnScO3 layer as informed by the imaging), or by removing Ln2O4+ from a

terminating Ln2Sc2O8+
2 layer.

Permutations of both structure types on the (010) surface were assessed in DFT (de-

noted in Table 4.1 as “(010) Ln2O vacant” or “(010) O2 vacant”), and in all cases removing

the Ln2O4+ yielded a relaxed structure was far from bulk-like, eliminating these as poten-

tial solutions. When creating two O vacancies, the remaining O atoms relax towards the

bulk resulting in a bulk-like termination consistent with the imaging, the lowest energy of

which is used for multislice in Figure 8. The structure of the low energy solution, along

with the pDOS, is found in Figure 4.10. Table 4.4 contains the relative energies of the

other O2 vacant structures.
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Figure 4.10. Predicted structure of the oxygen vacancy containing recon-
struction on the (010) surface is shown in (a), with the pDOS in (b). Colors
in (a) and (b) are similar to previous figures.

Table 4.4. Energy differences compared to the minimum energy structure
the (110)pc single layer reconstruction.

(010) Structure Energy difference (meV/PC unit)
1 0
2 234
3 279
4 281
5 391
6 892

Considering the O8−
4 layer in the (110)pc planes of the LnScO3 structure, the octahedral

tilts result in half of the O atoms in the O8−
4 layer sitting slightly higher and the other

slightly lower as depicted in Figure 4.11 for the (010) surface. As expected, the lowest

energy solution corresponds to removing the two O atoms that were farthest away from

the surface and extended into the vacuum, or the two top O atoms in the layer. Comparing
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the relative energies in Table 4.4 with respect to the specific O vacancies created in each

structure, Structure 1 removes both top atoms, Structures 2-5 remove 1 top and 1 bottom,

and Structure 6 removes both bottom atoms.

Figure 4.11. The terminating O8−
4 layer of GdScO3 before creating the nec-

essary two O vacancies is shown above. Here, and in the other (110)pc
surfaces, the lowest energy configuration comes from removing the two O
atoms that are farthest into the vacuum. In the diagram above that is the
two rightmost O atoms. Red atoms are O, purple are Gd, and gray are Sc.

This structural search was repeated for the other (110)pc surfaces (the (100) and (112))

and the low energy solutions are shown in Figure 4.12. Similar to the (010) surface,

removing the upper O atoms of the O4 layer resulted in the low energy solution. Of the

(110)pc surfaces, the (100) surface contains the most ScO4 surface units upon relaxation.

Correspondingly, the (100) has the highest excess energy of the three (110)pc surfaces (see

Table 4.5), another demonstration of Pauling’s rules.
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Figure 4.12. DFT predicted structures of the (100) and (112) surfaces.
Though the polyhedral arrangements look quite different, the coordinat-
ing Sc atoms occupy similar sites. The polyhedral coloring convention is
the same as in previous figures.

4.5. Summary of Surface Energies and Theoretical Wulff Shapes

Excess surface energies, Esurf , for the reconstructions presented above can be calcu-

lated using the following formula:

(4.1) Esurf =
Eslab − nLnScO3ELnScO3 −mSc2O3ESc2O3

2A
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Each slab used in the DFT calculations herein has a total energy of Eslab and a stoi-

chiometry that can be represented as nGdScO3 + mSc2O3. For example, the (010) slabs

have a stoichiometry of Gd11Sc15O39, giving n = 11 and m = 2. Using separate, bulk

calculations for the energies of the bulk unit cells (ELnScO3 and ESc2O3 in Equation 4.2),

and the surface area of the reconstruction as A, the excess energy is obtained. Table 4.5

contains the tabulated energies of each low energy surface on GdScO3, with separations

between the (100)pc double layers, (100)pc single layer, and (110)pc reconstructions as they

are not directly comparable due to their differing chemistries via calculated energy alone.

The density of excess Sc2O3 is also given.

Table 4.5. Excess surface energies of the LnScO3 surface reconstructions
discussed in this chapter and the (110) double layer from Chapter 3, along
with the areal density of excess scandium at the surface.

Structure Excess energy (J/m2) Excess Sc2O3 units per nm2

(110) double layer 2.40 6.25
(001) double layer 2.15 6.26
(110) single layer 1.92 1.56

(010) 1.91 4.32
(100) 2.14 4.33
(112) 1.92 4.42

(4.2) Esurf =
Eslab − nLnScO3ELnScO3 −mSc2O3ESc2O3 +mSc2O3∆µSc2O3

2A

In order to generate theoretical Wulff shapes for GdScO3 (the material used in the

calculations) using surfaces with varying amounts of excess Sc2O3, a chemical potential

term is added to Equation 4.2 as in Equation 4.1. The value of ∆µSc2O3 is not directly
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Figure 4.13. Calculated Wulff shapes of GdScO3 for different values of
∆µSc2O3 . The value of ∆µSc2O3 is printed under each construction in units
of eV/Sc2O3, and the orientation of the constructions is given by the axes
on the left. Facets are colored by their pseudocubic designations, with the
∆µSc2O3 single layer surfaces in green, the {100}pc double layer surfaces
in blue, and the the {110}pc single layer surface in red. As no specific
calculation was performed for the (001) single layer termination, it was ap-
proximated using the energy of the (110) single layer.

attainable from these calculations and is largely dependent on synthesis conditions; there-

fore, theoretical Wulff shapes for GdScO3 are plotted in Figure 4.13 for a range of chemical

potentials. As seen, the particles become more rectangular than rhombohedral as ∆µSc2O3

increases, and at very low values of ∆µSc2O3 the single layer termination on the {100}pc

surfaces is preferred to the double layer. These shapes can be compared to imaging of

the synthesized particles to determine the value of ∆µSc2O3 during synthesis, and this is

discussed in Chapter 9 Section 9.5.

4.6. Conclusions

Sc-rich surface terminations were found on all exposed facets of the hydro-sauna syn-

thesized LnScO3 nanoparticles. A majority of the exposed surface area consists of a

double layer termination on {100}pc planes. Single layer terminations with O vacancies

are also present both in small areas of the {100}pc surfaces as well as at the particle edges

on {110}pc surfaces.
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CHAPTER 5

Thermodynamics of Supported Polycrystals - a Modified

Winterbottom Construction

5.1. Introduction

The Wulff construction [27–29], and by extension the Winterbottom construction

[31], are indispensable tools for the analysis of nanoparticle shapes and thermodynamic

energies. To briefly summarize, the thermodynamic Wulff construction describes the

shape that a single crystal particle of a given material will take to minimize its overall

surface energy considering the differing surface energies of various facets. This is described

by the following expression [94–96]:

(5.1) S = x : x · n̂ ≤ λγ(n̂)

stating the thermodynamic shape of a nanoparticle is all points x within n̂ ≤ λγ(n̂), where

n̂ is the unit vector defined by a given crystallographic orientation, γ(n̂) is the surface free

energy in that orientation, and λ is a constant related to the particle volume. In practice

this construction is generated by plotting the surface free energies in all directions and

taking the inner envelope of the radially normal planes.

This thermodynamic model forms the backbone of many related models for nanopar-

ticle energetics and growth shapes. For example, if one moves away from the thermo-

dynamic limit towards a kinetic regime, the surface free energies are replaced with the
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growth velocities of the respective surfaces. Similar to the way that high energy facets will

fall outside of the inner envelope of the solution, surfaces with rapid growth velocities will

annihilate during growth. It is worth noting that the original work by George Wulff [27]

falls into the category of kinetically controlled growth, though the thermodynamic variant

of the model is often simply called the “Wulff construction” today.

Nanoparticles are not always freestanding, so a variation to this model was introduced

by Winterbottom in 1967 in which a nanoparticle is supported on a foreign substrate [31].

In this construction, the free energy of the interface is treated similarly to the free energy

of a surface in the thermodynamic Wulff construction. The distance from the Wulff center

to the interface is therefore determined by the energy of that interface, and experimentally

measuring these distances is a common method for assessing these thermodynamic energy

of an interface.

Nanoparticles are also not necessarily single crystals, and another variant is the mod-

ified Wulff Construction formulated by Marks [97–99], where twin boundaries are in-

troduced to the Wulff construction to model the shapes of both lamellar and multiply

twinned particles. This is somewhat similar to the Winterbottom construction in that

the surface energy in a given direction is replaced with the energy of the interface that

is formed, however it also considers the crystallographic constraints of twin formation as

well as multiple constituent crystallites. Put simply, the modified Wulff construction can

be considered the sum of the Wulff constructions of the different crystallites forming the

nanoparticle, each bound by external surfaces and twin boundaries. An example of such

a constituent crystallite for a 5-fold MTP can be found in Figure 5.1, crystallite I.
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In addition to twin structures, nanoparticles can adopt core-shell [100], Janus-type

[101, 102], and many more geometries; in fact there is a significant body of papers de-

voted to synthesizing various nanoparticle morphologies and attempting to apply these

new shapes, some of which are cited here [103–114]. The thermodynamics of these

various morphologies are well-studied for freestanding nanoparticles [30, 96–99, 115],

but many practical applications of nanoparticles require stabilization with a support-

ing substrate [11,116–121]. While the Winterbottom construction adequately describes

supported single crystals, there is a notable gap in established theory considering the

thermodynamics of polycrystalline morphologies adhered to a support.

In this chapter, I will describe a theoretical model that can be applied to describe

the thermodynamics of a supported polycrystalline nanoparticle using an example of a

5-fold decahedral MTP. I will then discuss the sensitivity of the overall results to changing

parameters. Finally, I show experimental cases from my research and already published

results that serve to exemplify various aspects of this model.

5.2. Theory

This model expands upon its predecessors through the introduction of the term γeff ,

the effective interfacial energy of the polycrystalline particle. Each of the constituent

crystallites has a different orientation, and therefore the local interfacial energy will vary.

γeff is introduced as the area weighted average of the energies of n crystallites such that

γeff (h) =
∑n

i=1 fi(h)γi, where fi is the areal fraction of that crystallite at the interface

(fi(h) = Ai(h)∑n
i=1 Ai(h)

, Ai is the interfacial area of crystallite i). The height dependence,

(h), is introduced owing to the changing interfacial area as a function of the particle
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height. Because the interface consists of multiple crystallites at different orientations,

the adhesion energy of the polycrystal will be greater than that of an equivalent single

crystal, provided that multiple unique crystallites in the polycrystal contribute to the

interface. While a single crystal can pick the absolute best orientation to minimize the

energy, the presence of at least one more contributing orientation in the polycrystal makes

that absolute minimization impossible.

Figure 5.1. The modified Winterbottom construction for a 5-fold MTP
viewed along the [110] direction. Crystallite I is unaffected by the presence
of the interface as a result of its orientation. The twin boundary energy is
set to zero resulting in the boundaries intersecting with the Wulff center.
Crystallites II and III are affected by the interface to form the morphology
pictured.

The model is generated through the combination of the Winterbottom [31] and Mod-

ified Wulff [97–99] constructions, as highlighted in Figure 5.1. Using a 5-fold geometry, a
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freestanding MTP would be modeled using 5 copies of crystallite I appropriately rotated

and combined. When a support is introduced with an interfacial energy of γeff , the Wulff

shapes of the different crystallites are changed. Though the crystallites are initially iden-

tical in shape, they have different orientations relative to the substrate and will therefore

be affected by the interfacial energy as demonstrated. In the example in Figure 5.1, this

generates 3 unique crystallite shapes (I, II, and III).

The single crystal Winterbottom construction dictates that a particle’s energy in min-

imized when the truncation height of that particle in the construction is coincident with

the interfacial energy. To clarify, consider the term γh as the distance from the Wulff

center to the interface; the total energy is minimized when γ(n̂) = γh (this is the sole

solution of the single crystalline Winterbottom construction). This condition also holds

in the polycrystalline model, where γeff (h) = γh represents a sufficient condition for a

minima in the overall free energy of the particle. However this not the only sufficient

condition for polycrystals, and other minima will arise in the 5-fold example. The use

of γeff in each crystallite in lieu of γi is mathematically justified and demonstrated as a

condition for a minima in Appendices A and B.

As another consideration, two inverted orientations of the nanoparticle need to be

calculated for each possible interfacial orientation. For the interfacial orientation in Figure

5.1, the particle can form as drawn or with crystallite type III above the interface and

type I below. These geometries are seen experimentally in Au nanoparticles in Figure 5.2.

This consideration is not necessary in a single crystal Winterbottom construction provided

the material contains inversion symmetry, but the anisotropy of the MTP requires it. To
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determine the low energy configuration for any given interface, both orientations are

assessed and their relative energies are compared.

Figure 5.2. Experimental images of supported 5-fold MTPs with (b) match-
ing the orientation in Figure 5.1. These morphologies represent both possi-
ble orientations for a supported nanoparticle with this particular interfacial
orientation.

A metric is needed to evaluate the relative energies of different morphologies or particle

heights, and I will now introduce the term εw from the original Modified Wulff construction

[97–99]. This volume-independent parameter is a measure of the excess surface energy of

a particle and can be used to compare the energetics of the supported particles at different

heights or orientations. This term is written as:

(5.2) εw(h) =
1

γ111

∫
γ(n̂)dA(h)

(
∫

dV (h))2/3
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where V is the particle volume, A is the area of the surface or interface in direction n̂, and

γ111 is the surface energy of the (111) surface of the material and serves as a normalization

constant. Adding an interface here results in γ(n̂) = γeff (h) (importantly, γeff (h) does

not necessarily equal γh) in the direction of said interface representing the interfacial

energy rather than the surface energy. The full equation for εw includes terms for the

twin boundary energies as well as a coupling term, but specific calculations show these

contributions to be small and in most FCC metals the twin boundary energy is negligible.

By calculating εw as a function of height, one can assess the excess energy of the

nanoparticle and determine the geometry of the thermodynamic minimum. Furthermore,

the shape of the εw(h) curve can yield insights to the overall energetic landscape of the

particle revealing possible metastable states or local minima that can arise. I will walk

through the application of this model to the 5-fold MTP geometry in Figure 5.1 in the

following sections to exemplify these concepts.

5.3. 5-fold Example

The calculation of εw for any supported polycrystal requires knowledge of the volume,

the surface area and energy of each facet, and γeff as a function of height. For this

example, I use a broken bond model for the surface energies such that γ100 = 2√
3γ111

and

assume a strong faceting limit where only the (100) and (111) planes are exposed as in

Figure 5.1. This condition results in reentrant surfaces at the twin boundaries and this

morphology is commonly called the Marks decahedron. These parameters determine the

external shape of the particle which in turn determines the exposed surface areas and

volume. The geometric analysis was performed using the Mathematica software package
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for determination of the interfacial areas, surface areas, and volumes of the crystallites

as they change with height. Finally I choose arbitrary interfacial energies for crystallites

I, II and III (as defined in Figure 5.1) of 0.1, 0.2, and 0.3 times γ111 respectively. I will

return to discuss these arbitrary values in Section 5.4.

Figure 5.3. The partial contribution of each crystallite towards the total
area is calculated in (a) (note that AII and AIII are double counted towards
the total area since there are two of each crystallite type). The effective
interfacial energy, γeff , is shown in (b), given the assumptions in the text.
Overlaid on (b) are the particle heights for each orientation, and the marked
intersections are where γeff (h) = γh.

The calculation of γeff is demonstrated in Figure 5.3, where 5.3a shows the areal

contribution of each crystallite to the total interfacial area, and 5.3b has the resulting

energy given the parameters listed in the previous paragraph. The heights of the two

competing orientations of the nanoparticle are plotted against γeff . The dotted lines are

representative of the condition where the interfacial energy is exactly proportional to the

height (discussed earlier as γh), and the intersections of these with γeff are minima in the

energy of these particle morphologies.
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Figure 5.4. εw plots for each orientation of the 5-fold MTP along with a
schematic demonstrating the particles’ morphology and truncation height.
The minimum values (marked in red) can be compared with the experi-
mental images in Figure 5.2. There is a local minima marked with a green
triangle in (b). Also note the direction of the x axis in (b).

Calculating the volume independent excess surface energy, εw, for these morphologies

yields the results in Figure 5.4, with the absolute minimum values marked in red. These

minima coincide with the intersections of γeff and γh in Figure 5.3b as expected from the

theory. Comparing the εw values at each point gives a value of 4.67 and 4.83 for (a) and

(b) respectively, indicating that the orientation in (a) is the low energy solution for the

system. In addition to these global minima, a local minima is observed in (b) as indicated

by the green triangle. This occurs at a discontinuity in the geometry where the interface

moves from existing in one crystallite to 3. In a purely thermodynamic system only the

solution in Figure 5.4a would exist, however most experimental systems are formed, to

some degree, by a combination of thermodynamic and kinetic processes such that the

geometries at local minima and the orientation in (b) may be observed.
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5.4. Sensitivity to Changing Parameters and Kinetics

Here I return to the assumptions made in the previous model for the surface energies

(and therefore particle shape) as well as the arbitrary selections for the interfacial energies

to explore the sensitivity of adjusting these parameters. To begin with the surface energies

and particle shape, Figure 5.5 shows the results of εw calculations for particles where

γ(n̂) = 1 and where γ100 =
√

3
2
γ111. The former is a spherical, isotropic particle with

internal twin boundaries, and the latter is the condition in which the notches disappear

at the ends of the twin boundaries in the Marks decahedron used in the previous section.

Both morphologies are pictured in Figure 5.5. For crystallites I, II, and III, the interfacial

energies for the spherical particle are 0.1, 0.2, and 0.3 and the faceted particle has those

energies adjusted to 0.3, 0.4, and 0.5 times γ100 since this is now the lowest energy surface.

As seen, the overall shapes of the curves and positions of the minima are similar to the

results presented in Figure 5.4 with a few differences arising from the shape changes. Most

notable is the disappearance of the local minima near -0.4 in Figure 5.4b, since this feature

arose from the discontinuity introduced by the reentrant surfaces. In these examples, the

transition from 1 to 3 crystallites at the interface is either smooth (isotropic particle,

Figure 5.5b), or does not exist (pentagonal particle, Figure 5.5d). Another difference

appears in Figure 5.5d, where another minima appears at the origin in addition to the

one near 0.2 (where γeff (h) = γh) and has a smaller excess energy, making it the overall

solution for this orientation. As with the local minima in Figure 5.4b, this occurs at a

transition between crystallites. The fact that this minima is lower in energy than the

minima near 0.2 is a result of the arbitrary selection of interfacial energies. At the local
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Figure 5.5. εw plots for different MTP geometries are given for a particle
with isotropic surface energy (a/b) and with no reentrant surfaces (c/d).
Absolute minima are marked in red and local minima with a green triangle.

minima near 0.2, the interface is purely formed with crystallite type III, which I assigned

the highest interfacial energy to (0.5γ100). This is in contrast to the interface at the origin

which is comprised of crystallite II which has a lower interfacial energy.

To explore the sensitivity of the model to changing these interfacial energy values,

I return to the original particle shape (Figures 5.1, 5.3, and 5.4) and now adjust the

interfacial energies. If the interfacial energies are changed to -0.2, 0.4, and 0.7 times

γ111 for crystallites I, II, and III respectively, the εw curves change significantly as shown

in Figure 5.6. This change results in a greater impact to the energy landscape and

the resulting degree of truncation of these particles compared to changing the surface

energies. This indicates that minimizing the interfacial energies is thermodynamically
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Figure 5.6. εw plots for an MTP with adjusted interfacial energies. This
results in more significant changes than those seen in Figure 5.5, introducing
more local minima and changing the location of the global minimum to a
greater degree than changing the external energies.

more significant in determining adhesion and, in order to minimize their total energies,

supported nanoparticles will tend to form morphologies that minimize the energy of the

interface.

As a brief, but important, aside I will discuss kinetics. This thermodynamic model can

be considered in the kinetic regime, where surface/interfacial free energies are replaced

with growth velocities in each direction [27,96]. In a purely kinetic limit, the Wulff center

of the particle will always be coincident with the interface because the growth velocity of

the interface is necessarily zero. However this is rarely the case, instead a mix of both

kinetic and thermodynamic factors tends to be present in experiment. This will instead

result in particles potentially occupying local minima in the energy landscape and/or

moving the Wulff center closer to the interface than pure thermodynamics would predict.

5.5. Experimental Observation

The minimization of the interfacial energy, along with other predictions from the model

such as local minima, can be observed in experimentally prepared nanoparticles in both
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the materials studied in this dissertation as well as in external literature. Beyond the

examples in Figure 5.2, which have degrees of truncation similar to those predicted by

the model in Figure 5.4, the subsequent figures exemplify different mechanisms by which

nanoparticles can minimize their interfacial energy.

In the absence of a strong epitaxial relationship, the lowest energy interface between an

FCC metal and an arbitrary substrate is generated using the (111) plane of the metal, as

it has the lowest surface energy (this is discussed further in Chapters 6 and 8). Therefore

one would expect to see the (111) plane of the metal particle forming the interface. Figures

5.7 through 5.10 all show examples of this behavior, with specifics discussed in the figure

captions.

Figure 5.7. An aberration corrected HREM image of a supported icosahe-
dral MTP of Au on GdScO3. As highlighted in the image, the particle
orients such that the (111) plane is at the interface.

Kinetic influences and local minima are also observed experimentally, and this is

demonstrated by Figure 5.11. Both particles sit at significantly different heights with

respect to their degree of truncation, where the Wulff center is highlighted by a red star
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Figure 5.8. Aberration corrected HAADF images of 5-fold MTPs of Pd on
SrTiO3. The yellow lines indicate the 5-fold axis. These morphologies are
indicative of the particle axis tilting into or out of the plane of the page [4,5],
and by doing so the (111) surface can make contact with the support. Scale
bars are 1 nm. Reprinted with permission from [6]. Copyright (2018)
American Chemical Society.

Figure 5.9. Bright field (a) and HAADF (b) of a twinned Au particle sup-
ported on NiO with a surface step indicated by the red arrow. The twin
boundaries in the Au allow the (111) planes to maintain contact with the
surface over the step. Reprinted with permission from [7]. Copyright (2018)
American Chemical Society.

on the particle on the right and the Wulff construction of a particle with the [111] orienta-

tion is overlaid on the left. The left particle sits exactly at a discontinuity in the faceting
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Figure 5.10. A LTP of Pt on a rough surface of LaScO3 is observed on the
left, with two single crystal [111] type particles on the right. The twinning
of the LTP owing to the surface step results in the (111) surface forming
the majority of the interfacial area despite the rough LaScO3 surface.

Figure 5.11. Aberration corrected HREM of supported Au nanoparticles
showing a single crystal (left) and a MTP (right) at significantly different
truncation heights. The Wulff center is marked on the right and the overall
Wulff construction is overlaid on the left. The greater relative height of the
MTP indicates a smaller adhesion energy, and there is suggestion of kinetic
influence in the formation of the particles.
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where the right has the Wulff center very close to the interface, where it would be in a

kinetic particle as discussed in the previous section.

5.6. Conclusions

A thermodynamic model to predict the shape of supported polycrystalline particles

has been described, combining the Winterbottom and Modified Wulff constructions. This

model can be extrapolated to any supported polycrystal provided knowledge of the sur-

face and interfacial energies, and conclusions drawn from the presented examples can be

observed experimentally.

The material in this chapter has been published in [122].
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CHAPTER 6

Au Morphologies and Interfaces on LnScO3

6.1. Introduction

In Chapter 7, the Au/LnScO3 materials are used to catalyze CO oxidation, but to

understand the behavior of Au in that catalytic reaction we first need knowledge of the

Au nanoparticle shapes and the thermodynamic properties on the supports. Previous

work studying Pt on SrTiO3 and (Ba,Sr)TiO3 found that changes to the adhesion energy

of the Pt nanoparticles owing to the strain mismatch between the metal and the substrate

affected the Pt truncation height, and suggested that this change influenced the geometry

of the active site, changing the selectivity of acrolein hydrogenation [11]. To identify the

origins of any differences in catalytic performance stemming from the different supports

in the Au/LnScO3 system, it is relevant that Au nanoparticles are characterized in detail

to confirm the presence, or absence, of changes to their thermodynamic properties on the

LnScO3 supports.

In this chapter, I discuss the deposition and morphologies of Au on the support ma-

terials. The interfacial strain mismatch is found to drive changes to the distribution of

Au nanoparticle morphologies and orientations; however, the adhesion energy of the Au

is relatively constant leading to interfacial sites of similar geometry on each support.
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6.2. Methods

Au nanoparticles were deposited on the LnScO3 supports using a deposition precipita-

tion reaction performed by A. Gosavi and based upon the procedure outlined by Zanella

et al. [123]. The Au precursor used was chloroauric acid (HAuCl4) in solution with urea

in a 10:1 molar ratio of urea to Au. Bare LnScO3 nanoparticles were added and the solu-

tion was held at 80 ◦C for 16 hours. During this time the urea decomposes which drives

the pH of the solution up, causing Au(OH)3 to precipitate and deposit on the LnScO3

surfaces. The solid product was collected via centrifugation and washed with deionized

water before being dried at 80 ◦C in flowing N2, resulting in metallic Au nanoparticles

decorating the LnScO3. The result of a typical deposition of Au on LnScO3 is pictured

in Figure 6.1.

The crystallinity and morphology of the supported Au nanoparticles were determined

using HREM with either a JEOL ARM300F at Northwestern University operated at 300

kV, the ACAT operated at 200 kV, a JEOL 2100 at Northwestern University operated

at 200 kV, or a FEI Talos at Argonne National Laboratory operated at 200 kV. At the

time of these characterization experiments, the available support materials were primarily

LaScO3, NdScO3, and GdScO3. As the synthesis method was refined by collaborators,

SmScO3 replaced GdScO3 as one of the major products and was used for the future

catalytic experiments. While the particle adhesion energy on SmScO3 was assessed, a

detailed study of the morphological distribution was not performed.
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Figure 6.1. Au deposited on LaScO3 via deposition precipitation.

6.3. Results

Following deposition of Au on the LnScO3 supports, three principal types of Au

nanoparticles were observed: single crystals with the [110] direction normal to the sup-

port, single crystals with the [111] direction normal to the support, and twinned particles.

These different morphologies coexist on a given support following synthesis, albeit in dif-

ferent proportions on the different LnScO3 materials. I hypothesize that the presence

of these particle morphologies, and their relative population of on each support, can be
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rationalized by strain mismatch, the lattice contraction of small metal nanoparticles, and

interfacial energies.

6.3.1. Single Crystal Particles - [110] and [111] type

A vast majority of the single crystal Au particles adopt one of two orientations on the

faceted support surfaces; defining the particles by the crystallographic direction normal

to the support surface, the single crystal particles are typically either [110] or [111] type.

Additionally, these particles have preferred orientations on the support (100)pc surfaces

with respect to their rotation about the surface normal. The [111] type particles have

the Au [110] and [112] directions aligning with the pseudocubic [100] direction on the

support, and for the [110] type particles the [100] and [110] Au directions align. Figure

6.2 contains HREM of supported Au single crystals viewed along a [100]pc direction of the

support, and this preferred orientation is clearly observed in the outlined particles.

6.3.2. Twinned Particles

Twinned nanoparticles can either be multiply twinned particles (MTPs) or lamellar

twinned particles (LTPs). At small sizes, forming MTPs is energetically favorable for

many FCC metals owing to the reduction in overall surface energy [96,124,125]. These

particles are energetically favorable at smaller sizes because MTP geometries minimize

the excess surface energy of the nanoparticles, however internal tensile strain causes

MTPs to become less energetically favorable at larger volumes. This strain is present

because the constituent crystallites of both icosahedral and decahedral MTPs are not

completely space filling and require either strain or structural modification to form closed



105

Figure 6.2. The different orientations of single crystals observed on the
(100)pc support surfaces are pictured above. The support material in (a)
and (b) is NdScO3, while GdScO3 is shown in (c). In (a) the particles on the
left and right are [110] type particles viewed along the [100] direction and
the central particle is a [111] type particle viewed along the [112] direction
of the Au. The particles in (b) are [110] type particle viewed along the [110]
direction, and the particle in (c) is a [111] type particle viewed along the
[110] direction.

shapes [96,99,124,126–130]. The supported MTPs observed herein come in multiple ge-

ometries including truncated icosahedra and decahedra as pictured in the previous chapter

(Chapter 5, Figure 5.7 and Figure 5.2 for icosahedra and decahedra respectively).
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Turning to LTPs, these particles are energetically more like single crystals with stack-

ing faults than they are to MTPs as the twin boundaries do not introduce internal strain

or significantly affect the excess surface energy of the particle. Though energetically sim-

ilar to single crystals when freestanding, supported LTP geometries on substrate steps

can reduce their interfacial by allowing a larger area of the (111) plane (the close-packed

plane in an FCC material) to be in contact with a stepped or curved surface, as discussed

in Chapter 5, Section 5.5 Figures 5.9 and 5.10. Despite this potential for energetic mini-

mization, I hypothesize that the LTPs represent a small fraction of the twinned particles

counted for three reasons: 1) MTPs are energetically favored at small sizes, (2) the sup-

ports are well-faceted, and (3) most of the twinned particles observed were hemispherical

in shape, which are indicative of icosahedral MTPs.

Figure 6.3. Proportions of the three major morphologies of Au observed
on different LnScO3 supports. Over 200 particles were counted on each
support and error bars show the standard error of the proportion.

Figure 6.3 shows the relative populations of each Au morphology on the LnScO3

supports, and it should be noted that the twinned particles are not delineated between
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MTPs and LTPs. This is due to the difficulty in confidently determining the exact twin

geometry in many of the nanoparticle images, though it is rather straightforward to

identify particles that do not adopt a single crystal Wulff shape, as demonstrated in

Figure 6.4.

Figure 6.4. . Twinned Au supported on LaScO3. Many of the particles ob-
served are hemispherical in shape rather than sharply faceted single crystals,
and those with facets do not conform to expected single crystalline shapes.
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6.3.3. Dependence of Au Adhesion Energy and Morphology on the Support

Material

The Winterbottom construction was introduced in Chapter 5 as a tool to assess the

total interfacial energy of a nanoparticle on a surface, and Equation 6.1 is a convenient

way to break that overall interfacial energy down into its individual components in the

Au/LnScO3 system:

(6.1) γI = γAu + γLnScO3 + γbond

where γI is the total interfacial energy, γAu is the energy of the Au surface forming the

interface, γLnScO3 is the surface energy of the support, and γbond is a negative bonding

term resulting from the formation of bonds between the two surfaces. This bonding term

is affected by factors such as epitaxy, strain mismatch, and the ability of neighboring

atoms at the interface to form chemical bonds.

In Figure 6.2a, [110] and [111] type particles sit next to each other on the same NdScO3

surface and have a similar height to width ratio, implying a similar interfacial free energy

from the Winterbottom construction [31]. Considering the γAu term, calculated surface

energies of the (110) and (111) surfaces [131] differ by a factor of 1.29 (γ110 = 1.29γ111)

necessitating a larger negative contribution from the bonding term for the [110] type

particles to have equal interfacial energies. Though each of these particles has a similar

overall interfacial energy, γI , the mechanisms by which each are stabilized are different:

the [111] type is stabilized by the lower energy of the (111) surface while the [110] type is

stabilized by a larger negative γbond term. For a direct comparison of interfacial energies
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across the various LnScO3 supports, including SmScO3, [111] type particles are shown

in Figure 6.5 and demonstrate no significant change in Au adhesion energy. The γbond

term for the [111] type particles remains relatively constant despite changes to the strain

mismatch.

Figure 6.5. A comparison of [111] type au particles on LaScO3, NdScO3,
SmScO3, and GdScO3 (left to right). All particles have a similar degree of
truncation as demonstrated by the overlaid Wulff shapes.

Before discussing the trends in Au morphologies on the different supports (Figure

6.3), the nanoparticle lattice contraction must first be discussed. Due to the high surface-

to-volume ratio in nanoparticles, the intrinsic surface stress (i.e. the derivative of the

surface free energy with respect to strain in the plane of the surface ) causes a contraction

of the lattice parameter of a nanoparticle as the diameter of the nanoparticle decreases

[132–136]. The degree of contraction is material dependent and can also be affected by

chemisorption, and for clean, freestanding Au nanoparticles with diameters of 1-3 nm that

contraction is between 1-3% [134,135].

Though the nanoparticles studied here are not freestanding and potentially have a dif-

ferent degree of contraction due to the interface, some contraction is expected and studies

of Pt nanoparticles supported on carbon show good agreement with calculated values for

freestanding particles [136]. The Au particles studied herein do not have significantly
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reconstructed surfaces and should not be strongly influenced by chemisorption during

synthesis (they are reduced in flowing N2, see Section 6.2); therefore, I hypothesize that

their contraction is similar to the reported values. Assuming the Au lattice parameter

undergoes a 1-3% contraction due to their sizes and comparing that lattice parameter to

the pseudocubic lattice parameters of the LnScO3 materials studied in Figure 6.3, the Au

lattice is smaller than LaScO3, comparable to NdScO3, and larger than GdScO3. These

relationships likely play a significant role stabilizing the different populations of each Au

morphology.

While γbond for the [111] type particles was demonstrated to be constant despite

changes to the support, that is evidently not the case for the [110] type particles. In-

stead, the γbond term appears to have a notable dependence on strain mismatch between

the metal and support demonstrated by the changes to the relative populations of [111]

and [110] type particles. With the Au lattice contraction hypothesized to be 1-3%, the

nanoparticles likely have the smallest strain mismatch on NdScO3, and the increased

strain mismatch on GdScO3 and LaScO3 makes the γbond term for the [110] type par-

ticles less negative, driving the overall energy of the particles up. Comparing NdScO3

and GdScO3, they host similar populations of [111] type particles with similar adhesion

energies, but GdScO3 has a much smaller fraction of [110] type particles. The increased

energy of the [110] type particles owing to the strain mismatch reduces the number of

[110] type particles on GdScO3 with respect to the [111] type particles. LaScO3 is simi-

lar to GdScO3 regarding relative single crystal populations, as there are more [111] type

particles compared to [110] type particles due to the increased strain mismatch compared
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to NdScO3; however, there are fewer total single crystals due to an increased selectivity

towards MTPs which is discussed later.

Along with the strain mismatch, the bonding term for the [110] type particles is

affected by the surface structure – the [110] type particles have a strong preference for

flat, well defined (100)pc support surfaces. This concept is illustrated in Figure 6.6, which

contains images of Au nanoparticles supported on either ill-defined, rough surfaces or the

minority exposed facets of the support, the (110)pc surfaces. On these surfaces, no [110]

type particles were observed; rather, they are localized to the (100)pc surfaces. The exact

structure of this interface is studied in detail in Chapter 8.

The increased population of MTPs on LaScO3 compared to the other supports can be

understood considering the lattice contraction in small metal nanoparticles and mismatch

with the support, where the Au nanoparticles have a smaller lattice parameter than

the pseudocubic LaScO3 lattice. As discussed earlier in Section 6.3.2, the constituent

crystallites in an MTP do not form a closed shape without either strain or structural

modification [96,99,124,126–130], and the increased tensile strain on LaScO3 naturally

accommodates this. The surface of an MTP requires expansion to close the gaps, and the

tensile strain from LaScO3 results in a greater population of MTPs on that support.

6.4. Conclusions

Au was deposited on the various LnScO3 materials using a deposition precipitation

reaction. Tensile strain at the LaScO3 interface owing to the Au nanoparticle lattice

contraction preferentially stabilizes MTPs, while the close lattice match on NdScO3 pro-

motes [110] type single crystals. Neither are particularly stabilized on GdScO3, leading
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Figure 6.6. Au nanoparticles on NdScO3 (110) pseudocubic surfaces (top)
and a rough surface (bottom). No [110] type particles are observed, though
some single crystals are seen. A Wulff shape is outlined in the top left figure
to demonstrate that, through the particle has a pointed top similar to the
particles in Figure 6.2b, it is not a [110] type particle.

to a moderate population of each. While these trends yield valuable insight to the ways

that nanoparticles minimize energy, it is important to note that on all the supports, at

least 50% of the particles are twinned, as MTPs are generally preferred at small sizes.

The Au particles have a similar adhesion energy and degree of truncation on all supports,

and this results in a similar interfacial geometry across all the LnScO3 supports.
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CHAPTER 7

CO Oxidation with Au/LnScO3

7.1. Introduction

Au is often referred to as the “most noble” of the noble metals [137] and is largely

unreactive as a bulk material; however, in the late 20th century supported Au nanoparticles

were found to be excellent heterogeneous catalysts, particularly for low temperature CO

oxidation [16, 138]. Beyond reducing sintering at elevated temperatures, properties the

substrate (e.g. reducibility [139–141]) can affect the catalytic performance of the system,

and many studies of the support effect on CO oxidation by Au have been performed

[17, 141–145]. These support effects can be very important [18–21], particularly when

the active site sits at the interface between the metal and the support as Au catalyzed

CO oxidation is often modeled [17,138,139]. In these cases, changes to the support will

change the structural and chemical nature of the active site, which can result in significant

changes to the catalytic performance of the materials.

Considering this, it is necessary to carefully consider the properties of the support

material when designing a catalyst material. The selection of the best support material

and metal nanoparticle for a given reaction will generate the ideal catalyst; however, pre-

dicting which support material properties are most significant towards this optimization

is often a challenge. When considering different support materials to use for a catalyst

there are many independently changing properties including, but not limited to, chemistry,
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structural symmetry, surface properties, and electronic structure. These properties can

both affect the behavior of the support material in reaction conditions (e.g. adsorption of

reaction species [139]) and affect the interaction with the supported metal nanoparticle

(e.g. particle adhesion [11]). In light of these complicating factors, it can be very difficult

to identify the root cause(s) of any changes in catalytic performance when a given metal

behaves differently on varied support materials.

Studies have been performed with the intention of disentangling these various sup-

port effects and isolating specific metal-support interactions. For example, Schlapka et

al. performed a combination of physical experiments and theoretical simulations on Pt

grown on Ru (0001) surfaces to separate the effect of strain from electronic interactions

and study how strain impacts CO adsorption on the metal surface [146]. While success-

ful, only a narrow window of Pt layers on the substrate were found to be accessible to

study where the Pt was thick enough to screen the substrate yet thin enough to prevent

strain relaxation. Studies of metal films backed by polymer substrates which are then me-

chanically strained attempt to remove electronic effects from the substrate entirely [147];

however, higher strains become inaccessible due to microstructural changes and delami-

nation [148]. Another approach is to adjust either the surface termination and/or surface

facet of the substrate, changing the interfacial structure while holding the bulk properties

of the substrate material constant [6,11,118,149–152].

In this chapter, the impact of changing support materials is studied using faceted

LnScO3 supports. As discussed in previous chapters, these materials have similar struc-

tures, surfaces, and adhesion energy of the supported Au nanoparticles, holding many

of the aforementioned variable properties constant across the series. As a result, any
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changes in catalytic performance between different Au/LnScO3 materials can be isolated

and their root causes identified. The probe reaction chosen is CO oxidation; supported

Au nanoparticles are well-studied catalysts for this reaction and the lack of side reactions

and multiple products allows for easier analysis of changes to performance and attribution

of these changes to support properties. The changing lattice parameter is found to have

no notable effect on the catalytic performance of the system, while the basicity of the sup-

port surface is identified as the significant property in determining the activation energy

of Au/LnScO3 catalyzed CO oxidation. NdScO3 is the most basic support material, and

the increase in basicity results from the chemically active 4f electrons of the lanthanide

and the inductive effect these electrons have on the surrounding atoms.

7.2. Methods

The lanthanide scandate supports were synthesized by collaborators (R.J. Paull and

E.P. Greenstein) using a hydro-sauna method for producing faceted nanoparticles [25,

26]. The surface areas of the bare supports were calculated using BET analysis with a

Micromeritics 3Flex instrument. To characterize the relative CO2 binding strength, TPD-

MS was performed using an AMI-200 and a SRS Universal Gas Analyzer 100. TPD-MS

samples were heated at 350 ◦C for 3 hours, pretreated with CO2 at 50 ◦C for 20 min, then

heated to 800 ◦C at a rate of 10 ◦C/min with simultaneous data collection. TPD-MS

experiments were performed by E. Chang.

Deposition and characterization of the Au nanoparticles were discussed in detail in

Chapter 4. To determine weight loading of Au on each sample, ICP-MS/OES was used as

described in Chapter 2. Size distributions of the Au nanoparticles both before and after
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catalytic testing were measured using ADF-STEM performed on a FEI Talos operated

at 200 kV at Argonne National Laboratory or a JEOL ARM300F operated at 300 kV at

Northwestern University.

Owing to the high atomic weight of the LnScO3 supports and their large thicknesses,

contrast from the small Au nanoparticles in HAADF was often insufficient for accurate

size measurement and particle visualization. MAADF imaging was employed instead

(multiple microscopes with different accelerating voltages were used and collection angles

were experimentally optimized for each sample), in which the intensity at a given point in

the image is primarily determined by diffraction contrast rather than mass-thickness ef-

fects. This comparison can be seen in Figure 7.1. Particle sizes were measured by drawing

a line between the foci of the projected elliptical shapes of the Au, and a hemispherical

shape for the Au was assumed when calculating the number of perimeter sites.

Figure 7.1. A comparison between HAADF and MAADF imaging of Au on
GdScO3.
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CO oxidation experiments were performed by collaborators L. Savereide and S. Tatro.

For CO oxidation experiments using these catalysts, the samples were prepared by mixing

10-15 mg of catalyst with 400 mg of quartz sand (SiO2) from Sigma Aldrich and dried for

90 minutes in a gas mixture of 40 sccm of oxygen and 10 sccm of helium. For analysis, the

samples were first brought to 250 ◦C and held for 5 hours in 40 sccm of oxygen, 10 sccm

helium, and 20 sccm of CO2 to test the catalyst stability, and rate data was extracted

after a steady state had been reached. The samples were then tested at 275 ◦C for 20

min under the same gas composition and flow rate. Finally, the samples were tested at

125, 150, 175, and 200 ◦C for 15 min each. Gasses bypassed the main reactor during all

temperature changes, and the flow rates were controlled with a Camille data acquisition

and control system. Products were measured using a Pfeiffer Thermostar Q200 Mass

Spectrometer.

DFT calculations were performed for the bulk materials as described in Chapter 2.

7.3. Results

7.3.1. Bare Support Characterization

Images of the faceted nanoparticle supports and their surfaces can be found in Chap-

ter 4 highlighting both the nanoparticle faceting and Sc rich surface terminations. To

briefly recap, the LnScO3 supports form faceted, cuboidal shapes that primarily expose

the (100)pc surfaces. These surfaces are dominated by a double layer, Sc rich surface

termination along with small areas containing a single layer, Sc rich termination. At the

particle edges, the (110)pc surfaces form a bulk-like Sc rich surface termination with oxy-

gen vacancies. The surface area was measured to be approximately 6 m2/g for all of the
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supports used in this work. This corresponds to a side length of approximately 150 nm

for a perfectly cuboidal morphology, which is a good match to imaging.

Figure 7.2. TPD-MS results from the bare supports are shown in (a). The
signal is normalized to the total integrated CO2 desorption and is divided at
500 ◦C between low and high temperature regimes. Moles desorbed per m2

of each sample are reported in (b). NdScO3 both bonds CO2 more strongly
than the other supports and has the most CO2 per m2.

Figure 7.2 contains results of the CO2 TPD-MS experiments performed on the bare

substrate materials. The plot is divided into two regimes for comparison, low temperature

below 500 ◦C and high temperature between 500-800 ◦C, corresponding to weakly bound

and strongly bound CO2 respectively and as reported in Table 7.1. Comparing the CO2

desorption from the supports within these regimes, the LaScO3 and SmScO3 materials

desorb 30-40% of the total CO2 desorbed during the experiment at low temperatures, while

the NdScO3 only desorbs 10%. The selection of 500 ◦C as the delineation between low

and high temperatures is somewhat arbitrary, but any delineating temperature above 100

◦C results in NdScO3 desorbing a smaller fraction of CO2 than the other supports at low
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temperatures, indicating that the NdScO3 surface more strongly adsorbs CO2 and is the

most basic.

Table 7.1. Comparison of CO2 binding populations on LnScO3

LaScO3 NdScO3 SmScO3

Weakly Bound 34% 10% 39%
Strongly Bound 66% 90% 61%

In addition to binding a majority of the total CO2 on the surface stronger than the

other supports, NdScO3 also binds a larger overall quantity of adsorbates, demonstrated

in Figure 7.2b. Note the H2O signal is the result of H2O that was not removed from the

surface during the 350 ◦C pretreatment step.

7.3.2. Au Sizes and Sintering

Moving to the Au/LnScO3 catalysts, Au loadings were measured by ICP-MS/OES be-

tween 0.18 and 4.77 mole %. The loadings are reported in mole % rather than weight

% due to the different molar weight of the supports, though it should be noted that the

molar weights of the supports are rather similar. Compared to the weight %, mole %

values are 18-24% higher depending on the support. The morphologies and adhesion en-

ergy of Au on the LnScO3 materials was discussed in detail in Chapter 6, with the most

relevant result pertaining to this chapter being the similar adhesion energy of Au on all

LnScO3 supports, which will be important later when seeking to assign trends in catalytic

performance to catalyst properties.

The average sizes of the deposited Au nanoparticles both before and after catalytic

testing are shown in Figure 7.3. Depending on the initial size of the Au, the particles
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underwent one of two potential sintering routes: runaway or conventional sintering. The

runaway sintering, or sintering of an unexpected magnitude, is the result of instability due

to the increased chemical potential of the smaller Au nanoparticles (the chemical potential

of a nanoparticle is inversely proportional to its radius). The smaller Au particles are more

mobile on the support surface, and this leads to agglomeration, forming large dewetted

polycrystals of Au. Particles with a larger initial size are more stable and undergo a

conventional sintering with respect to the magnitude of size change and morphology,

where the resulting particles remain similar both in relative height and shape.

Figure 7.3. Average sizes of the as deposited (blue) and post-catalysis (or-
ange) Au nanoparticles. As seen in the LaScO3 and SmScO3 data, very low
loadings experienced runaway sintering.

Due to this runaway sintering, the lowest loadings of Au on LaScO3 and SmScO3 were

not included in the analysis of the catalytic results as they are dissimilar to the other

samples; furthermore, these loadings were not deposited on NdScO3. The presence or

absence of runaway sintering was identified by comparing the RMS of the final particle

size distribution to the mean final particle size distribution. As the RMS is sensitive to

the standard deviation and skew of a sample, a large difference between the two values
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indicates the presence of this uncontrolled growth. Of the samples that were not excluded

due runaway sintering, nearly all of the post-catalysis Au particle sizes on a given support

were within one standard deviation of each other (the exception being the lowest and

highest loadings on NdScO3), indicating that particle size is not a changing variable

between samples affecting changes in performance. Au surface density and further details

of the particle size distributions can be found in Appendix C.

7.3.3. Catalysis

Figure 7.4a contains the apparent activation energies for CO oxidation calculated from

TOF data in between 200 and 275 ◦C, the TOF data for each sample at 200 ◦C is in 7.4b,

and Arrhenius plots used to calculate Ea are in 7.4c. Due to the fact that this reaction

is typically modeled as an interfacial reaction (see Section 7.4.2), the TOF data in all

cases is normalized to the number of perimeter Au atoms (i.e. the number of Au atoms at

the boundary between the support, the Au nanoparticle, and the gaseous environment)

per gram of catalyst. These values are calculated using the sizes measured after catalytic

testing because a majority of Au sintering should occur during the initial 5 hour hold

at 250 ◦C. TOF values calculated from initial particle sizes can be found in Appendix D

along with TOF data from other temperatures.

At each loading, the highest energy barrier occurs for Au/NdScO3, followed by Au/SmScO3

with the lowest barrier on Au/LaScO3. This matches the trend observed in Figure 7.2a

within the same temperature window: NdScO3 retains the most CO2, then SmScO3 fol-

lowed by LaScO3. There is less distinction between the supports in the TOF data, but

NdScO3 is typically the slowest at low loadings.
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Figure 7.4. Apparent activation energies for CO oxidation with the different
support materials at each weight loading is given in (a) with error bars
calculated from a linear least squares fit of the Arrhenius plots in (c). TOF
data for each sample at 200 ◦C, along with error bars calculated from the
particle size standard deviations are shown in (b).

7.4. Discussion

Owing to the similarities between the support materials and the similar adhesion en-

ergy of the Au on each support, many of the potential causes of changes to catalytic
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performance between different samples are held constant. Considering the support sur-

faces, all the LnScO3 nanoparticle supports have similar Sc rich terminations, indicating

that changes to performance are not linked to structural or chemical changes at the surface

as they might be when comparing supports such as alumina, zirconia, and titania. Ad-

ditionally, the lattice parameter changes linearly as the size of the lanthanide changes in

the lanthanide series, and a similar trend is not observed in the catalytic data eliminating

the lattice parameter and epitaxial effects as the property of significance (this is notably

not the case in many other systems where strain plays a significant role [153–156]). This

is further evidenced by the similar adhesion energy of Au on the support surfaces despite

lattice parameter changes.

7.4.1. Surface Basicity and the 4f Inductive Effect

Strong correlation is observed between catalytic performance and the CO2 binding strength

on the support and, by extension, the support surface basicity. NdScO3 both binds CO2

more strongly than the other supports and chemisorbs a significantly larger amount of

adsorbates per unit area of the surface as shown in Figure 7.2. The source of this stronger

adsorbate interaction is the increased chemical activity of the Nd 4f electrons compared

to the other supports. Previous studies of TbScO3 and DyScO3 identified 4f electrons at

the valence band edge (close to the Fermi energy) using both DFT and XPS, indicating

chemical activity [49]. Published XPS results of NdScO3 contain a similar peak near the

Fermi energy [157, 158], and examining the pDOS from DFT calculations of NdScO3

show the 3 4f electrons near the valence band edge in Figure 7.5. LaScO3, which contains
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no 4f electrons, and SmScO3, which contains 5 4f electrons at deeper energies, do not have

comparable chemical activity resulting from the 4f orbitals.

Figure 7.5. Density of states of the LnScO3 materials used in the catalytic
experiments. Black lines represent the total DOS, red the Ln 4f, and blue
the O 2p. As seen, the O2p states sit at the valence band edge for all the
materials. The 4f electrons of NdScO3 are also at the valence band edge,
indicating chemical activity, while in LaScO3 (a), there are no 4f electrons
and in SmScO3 (c) they sit at deeper energies.

The chemical activity of the 4f electrons in NdScO3 indicates that the Nd sites are

less Lewis acidic than the lanthanide sites in the other supports, increasing the basicity

of the overall system. This affects the chemisorption of adsorbates requiring electron

donation from the support during the reaction process, making chemisorption easier and

the resulting binding stronger for those species. It is important to note that this is not a

direct process, as the surfaces contain a double layer scandium rich termination. Instead,

this is an inductive effect, where the active 4f electrons affect nearby oxygen atoms,

which can then more readily donate charge. This is a similar trend to d-band theory

as proposed by Hammer and Nørskov [137], wherein a higher d-band center causes a



125

stronger interaction with adsorbates. However, the mechanisms of d-band theory, which

focuses on the filling of antibonding states, and the 4f inductive effect are different.

7.4.2. Reaction Pathway and the Impact of the 4f Electrons

The reducibility of the support material plays a significant role in determining the low

energy reaction pathway for CO oxidation, particularly the ability of the support to adsorb

O2 or create O vacancies via reduction. Comparing MgO, an irreducible support, and

TiO2, a reducible support, theoretical studies predict an Eley-Rideal (E-R) mechanism

on MgO [159, 160] and a Langmuir-Hinshelwood mechanism on TiO2 [161] as the low

energy pathway. Additionally, reducible supports such as TiO2 [162] and CeO2 [163] can

form O vacancies as the source of O in the reaction at higher temperatures, promoting a

Mars van Krevelen mechanism.

The lanthanide scandate materials studied herein are irreducible, and therefore an E-

R mechanism is proposed similar to that on MgO [159,160] and pictured schematically

in Figure 7.6. Here, CO binds directly to the Au (A) then reacts with gaseous O2 to

form the intermediate species of oxidoperoxidocarbonate [164–170], O1CO2O3 (B, the

O atoms are numbered for discussion purposes only here and in Figure 7.6) via electron

donation from the support. The intermediate can then either decompose then desorb CO2

(C), or move directly to D. The O3 remaining at the interface is very active and readily

reacts with atmospheric CO.

Forming the O1CO2O3 intermediate from bound CO and environmental O2 requires

charge transfer to the O3 atom, a process facilitated by the increased basicity of NdScO3

owing to the 4f inductive effect. Here, the inductive effect both lowers the free energy
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Figure 7.6. Proposed E-R reaction mechanism for CO oxidation over the
Au/LnScO3 catalyst materials. CO adsorbs to the Au nanoparticle in (A)
then forms the intermediate O1CO2O3 species in (B) following the adsorp-
tion of O2. From here the intermediate can either decompose to (C) before
CO2 desorption or move directly to (D). In either case, the lowered energy
of (B) on NdScO3 due to the 4f inductive effect increases the energy barrier.
The remaining O3 at the interface readily reacts with gaseous CO to form
CO2 and refresh the catalyst active site in (E).

of the transition state in the formation of the intermediate O1CO2O3 species, as well as

lowers the free energy of the intermediate. The C atom is bonded to the metal, so the

decomposed species in Figure 7.6C relatively agnostic to the 4f inductive effect owing to its

distance from the support. By lowering the energy of the intermediate with respect to the

later steps of the reaction mechanism, the 4f inductive effect increases the overall energy

barrier of CO oxidation over NdScO3. This is similarly true for the potential pathway

moving directly from B to D, as the energy of the desorbed CO2 does not depend on the

support and the relative barrier is higher.
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While the 4f inductive effect hinders the reaction in this case and generates a larger

energy barrier, this is not universally true for all material systems. Preliminary work from

E. P. Greenstein studying CO oxidation with Pt/LnScO3 found the smallest energy barrier

when using Pt/NdScO3 as the catalyst compared to the other supports, shown in Figure

7.7. Previous studies of this system indicate that factors such as competitive adsorption

of the reactant molecules (CO and O2) [171] cause the formation of the intermediate to be

the rate limiting step, and in this case the reduction of the free energy of the intermediate

is leveraged to promote the reaction. It is important to emphasize that these results are

preliminary and require further study.

Figure 7.7. Preliminary results of CO oxidation over Pt/LnScO3. In con-
trast to Au/LnScO3, the energy barrier is smallest when the support mate-
rial is NdScO3.
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7.5. Conclusions

Through detailed experimental and theoretical studies of the Au/LnScO3 materials

and comparison to their performance as catalysts for CO oxidation, strong correlation

is observed between the support basicity and apparent activation energy of the reaction.

The formation and bonding of the intermediate species to the Au/LnScO3 interface is

affected by changes to the support basicity, which is in turn affected by the 4f inductive

effect. Here, small changes to the Lewis acidity of the support due to this inductive effect

significantly affect charge transfer to the reaction species, lowering the free energy of the

intermediates and changing the energy barriers of the reaction.

This work has been published in [172]
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CHAPTER 8

The Pt(110) on LnScO3 (110) Interface

8.1. Introduction

Chapter 7 concluded discussing preliminary results of CO oxidation with the Pt/LnScO3

catalyst system; however, a comprehensive understanding of the behavior of this catalyst

requires analysis of the nanoparticle morphologies and energetics. To achieve this, the

Pt requires a similar analysis to that performed on the Au nanoparticles in Chapter

6 (see Chapter 9 for proposed future work). Preliminary imaging of Pt supported on

LaScO3 found [110]-type particles on the (100)pc support surfaces, like those found in

the Au/LnScO3 catalysts, as shown in Figure 8.1. This indicates that the stabilization

of the [110]-type particles is not unique to Au; rather, it applies other FCC metals sup-

ported on LnScO3 (100)pc surfaces. Furthermore, previous imaging of Pt supported on

SrTiO3, a perovskite with a similar lattice parameter, did not observes the [110] type par-

ticles [11,119]. These observations beg the question: what is unique about the LnScO3

(100)pc surface that preferentially stabilizes the [110]-type metal FCC nanoparticles?

In this chapter, the interface formed between the (110) plane of Pt and the (110)

surface of GdScO3 is modeled and relaxed with DFT. The arrangement of the O atoms on

the reconstructed (110) double layer surface is found to align very well with the corrugated

shape of the (110) plane of Pt with minimal strain to the Pt, and analysis of the power

spectra of HREM images from the Au/LnScO3 reveals a coincident site lattice (CSL).
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Figure 8.1. Images of [110] type Pt particles on LaScO3 (100)pc surfaces.

This structural compatibility between the double layer surface reconstruction and the Pt

(110) surface is responsible for lowering the γbond term discussed in Chapter 4, reducing

the energy of the [110] type particles on the reconstructed LnScO3 double layer surfaces.

The electronic properties of the interface are then explored, revealing induced charge in

the interfacial Pt atoms as well as the presence of metal induced gap states (MIGS).

8.2. Methods

The LnScO3 support materials were prepared using the same hydro-sauna process as

those in previous chapters [25, 26]. In contrast to the deposition precipitation reaction

used to deposit Au, the Pt nanoparticles were deposited on the surface using atomic layer
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deposition (ALD) carried out by a collaborator, R. Hackler, using trimethyl(methylcyclo-

pentadienyl)platinum(IV) (MeCpPtMe3) and ozone as the platinum source and counter-

reagent respectively for one cycle. The nanoparticles were then imaged using either the

ACAT operated at 200 kV at Argonne National Laboratory. DFT calculations were

performed using the parameters described in Chapter 2 for the Gd, Sc, and O atoms.

The Pt atoms had a muffin tin radius of 2.1, and the Pt 4f electrons were treated as core

states. The interface was modeled using a GdScO3 slab with 180 atoms with 6 overlayers

of Pt on each surface, for a total of 252 atoms. P1̄ symmetry was used.

8.3. Interfacial Structure

Profile view models of the GdScO3 (110) and (001) double layer surface structures

viewed along a [100]pc direction and a view of Pt along the [11̄0] direction are shown in

Figure 8.2 using space-filling atomic spheres. As seen, the O atoms on the GdScO3 surfaces

form raised rows along the view direction, and this is very similar to the corrugated

structure of the (110) surface of Pt. For the Pt/GdScO3 system, the corrugation of the

Pt (110) surface and the raised O atoms of the (110) surface will align perfectly (i.e. the

lower Pt atoms of the corrugation will sit in the channels between the O atoms) when a

2% tensile strain is applied to the Pt in the [001] direction. Applying a 4% compressive

strain in the [11̄0] direction provides a lattice match in the other GdScO3 [100]pc direction

and creates a CSL.

A strictly epitaxial interface implies a perfect alignment of the two similarly oriented

constituent lattices with or without the application of strain; this interface instead forms

a CSL, where only certain sites align. The coincident nature of the interface is observable
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Figure 8.2. Profile views of the (110) and (001) GdScO3 surfaces in (a) and
(b) respectively, with a profile view of the (110) surface of Pt shown in (c)
viewed along the [11̄0] direction.

in Figure 8.3, which is the power spectrum of Figure 6.2b in Chapter 6 (a HREM image

containing Au and NdScO3 viewed along [110] directions, data from Au is used here as no

images of Pt are of both high enough quality and properly oriented to clearly observe the

power spectra from the nanoparticle). Coincident reciprocal lattice points are highlighted

in the figure.

A model interfacial structure was created and is shown in Figure 8.4a and 8.4b, and

atomic positions were allowed to relax in DFT yielding the structure in Figure 8.4c and

8.4d. The topographical matching of the O atoms in the surface and the Pt (110) creates

a favorable interfacial structure, lowering the γbond term and promoting the formation of

[110] type particles on this surface. Importantly, this is the direct result of the structure

of the LnScO3 (100)pc double layer reconstruction, and this structural matching is not

present on the (100)pc single layer reconstruction, or the (110)pc surfaces. As discussed

in Chapter 6, [110] type particles were not observed on the (110)pc surfaces nor on rough

surfaces. It is important to note that if the reconstruction was unknown, the presence

of the [110]-type particles would be inexplicable. Additionally, this pattern of raised O
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Figure 8.3. Power spectrum of Figure 6.2b, which includes Au and GdScO3

along [110] zone axes. Overlapping reciprocal lattice points are outlined in
red, demonstrating the coincident nature of the two orientations.

atoms is not present on SrTiO3 nanoparticle surface reconstructions [59], where this type

of interface is not typically observed as previously mentioned.

8.4. Induced Charges

The Pt atoms at the interface are arranged as depicted in Figure 8.5. To explore the

electronic interaction between the Pt and substrate atoms, the Bader charge [173] of each

interfacial Pt atom was calculated, and these results are overlaid on each atom in Figure

8.5. Briefly, the Bader charge reported here is a measure of the total number of electrons

associated with a given atom in a structure subtracted from the number of electrons the

atom should have given its atomic number (e.g. 78 for Pt). In a typical metal this value
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Figure 8.4. The initial structural model for the (110) interface is shown in
(a) and (b), along with the final, DFT relaxed structure in (c) and (d). The
Pt and GdScO3 directions are given by the axes to the right of each model.

would be zero for all atoms, while for a purely ionic solid such as NaCl these values would

be close to +1 and -1 for Na and Cl respectively. Further details of the Bader charge are

found in the references.

The results of this analysis are consistent with those expected when considering image

charge [174–176], or the charge that is induced near an oxide surface. Local dipole

moments will form at the surface due to the non-zero charge of the surface atoms, here

-2 and +3 for the O and Sc respectively, and these induce a small amount of charge

in the Pt. As seen in Figure 8.5, the Pt atoms that are directly above the empty Sc

sites (recall from Chapter 3 and Chapter 4 that 6 of 8 potential Sc sites are occupied in
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Figure 8.5. Arrangement of the first layer of Pt atoms at the interface is
shown in (a), along with the Bader charges overlaid on each atom. The
average Bader charges at the topmost and an inner layer of the Pt are given
in (b) and are close to zero as expected.

the reconstruction) have a slight positive charge associated with them, while those near

the Sc atoms have a slight negative charge. This small amount of induced charge has

been predicted in other systems [177–181], though the listed references are not perfect

comparisons to the Pt/LnScO3 system. Moving away from the interface, the Pt Bader

charge predictably approaches zero as shown in Figure 8.5b.

In future work on this interface, this calculation could be repeated for other LnScO3

materials to explore any variations on this induced charge with the different Ln cations,

particularly NdScO3 considering the inductive effect.

8.5. Electronic Structure of the Interface

Figure 8.6 contains the pDOS of the O 2p and Sc 3d states in the interfacial GdScO3

layer compared to the bulkmost layer. At the interface, the GdScO3 is no longer purely an
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insulator as the pDOS is nonzero between the valence band and conduction band edges,

as defined by the O 2p and Sc 3d states of bulkmost layers respectively. These MIGS are

a common feature of metal-oxide interfaces [182–186] and result from Fermi level pinning

due to the presence of the metal. These states are isolated at the interface - the total

density of states of the 3 GdScO3 atomic layers closest to the interface can be found in

Appendix E, along with the 3 interfacial layers of Pt for completeness.

Figure 8.6. Comparison of the interfacial (bold lines) and bulk (thin lines)
O 2p (red) and Sc 3d (blue) pDOS of GdScO3. Positive values are spin up
and negative are spin down.

Additionally, Figure 8.7 compares the electronic structures of the negative (blue) and

positive (red) Pt atoms at the interface discussed in the previous section with the electronic

structure of bulk Pt (black). As shown, the difference between the two interfacial Pt

atom types is rather small compared to the difference between bulk and interfacial Pt.

It is possible that the sites will behave slightly differently in catalytic reactions that



137

would require electron donation or acceptance by the catalyst, though more calculations

including adsorbates would be necessary to begin drawing significant conclusions.

Figure 8.7. pDOS of the positive (red) and negative (blue) Pt atoms at
the GdScO3 interface compared to the pDOS of Pt from a separate, bulk
calculation.

8.6. Conclusions

The [110]-type particles discussed in Chapter 6 are also observed with Pt, indicating

that the interface formed between these particles and the support has a strong γbond

comparable to the energy difference between γ111 and γ110. To understand the origin of

this strong bonding, the structure of the interface between Pt (110) and GdScO3 (110)

is modeled, and its electronic structure and properties are assessed using DFT. The CSL

nature of the interface, along with the topographical compatibility of the O atoms of the

reconstruction with the Pt (110) surface, reduce the interfacial energy and promote the

formation of the [110]-type particles. The calculated electronic properties of the interface
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are unsurprising considering previous literature regarding image charge and MIGS, and

future work comparing these properties on the different LnScO3 would be informative

towards understanding any variations in the LnScO3 materials in future applications.
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CHAPTER 9

Summary and Future Work

9.1. Summary

In this thesis, a series of lanthanide scandate materials were characterized in detail

using both experimental and computational methods, then used as supports for noble

metal nanoparticles to catalyze CO oxidation. The LnScO3 materials were found to have

a similar, Sc rich double layer termination on a majority of the exposed facets, and the

supported Au nanoparticles had a similar degree of adhesion on all of the support ma-

terials. The 4f electrons near the valence band edge in NdScO3 generate an inductive

effect that facilitates stronger binding of adsorbates compared to the other LnScO3 mate-

rials. This effect stabilizes the intermediate species in the reaction, and CO oxidation over

Au/NdScO3 had the highest apparent activation energy as a result. Looking forward as

we transition to studying Pt on the LnScO3 supports, I propose the following 4 projects

for future work.

9.2. Theoretical and Experimental Analysis of Pt/LnScO3 - Electronic

Structure

In Chapter 8, the interface between the (110) surface of Pt and the (110) surface of

GdScO3 was analyzed using density functional theory informed by HREM. This epitaxial

relationship was observed via electron microscopy, and further experimental study using

DPC and EELS would be an appropriate compliment to the DFT analysis presented in the
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previous chapter. Additionally, the interface between Pt(111) and the support surface can

be studied both theoretically and experimentally, then compared to the Pt(110) interface.

DPC is a STEM technique in which the position of the central diffraction disc is tracked

to determine the local electronic structure of a material. Electric fields will deflect the

beam, and by measuring these deflections one can identify the direction and magnitude of

electric polarization. A schematic of this technique and an example application measuring

polarization is given in Figure 9.1.

Performing a series of DPC experiments on samples of Pt supported on the differ-

ent LnScO3 materials would give useful insight towards the electronic structure of the

interface. Catalytic reactions are driven by electron transfer between the catalyst and

reactants, and the major conclusion of Chapter 7 was that the 4f inductive effect from Nd

facilitates easier electron transfer to the intermediate species. Through DPC the direction

and relative magnitude of any electron transfer between the different support materials

and Pt nanoparticles can be experimentally compared, and the impact of the 4f inductive

effect can be observed.

Along with DPC, EELS measurements of the interface would serve to experimentally

confirm the metal induced gap states (MIGS) that were identified by glsdft in Chapter 8.

Comparable experiments have been performed on a Cu/MgO interface, observing these

states in both DFT and EELS [182]. By observing any pre-edge features in the oxygen

K-edge in EELS, these states can be verified and compared across the different lanthanide

scandate materials.
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Figure 9.1. Schematic of the DPC method and application to measure po-
larization of BaTiO3 (a). Considering the detector geometry in (b), the
direction and magnitude of the beam deflection can be measured via the
difference in signal between opposing detector segments, as in (c) and (d).
Explicitly, where (W-Y) is bright in Figure (d), the beam has deflected to-
wards segment W. Figure reproduced by permission from Springer Nature,
Nature Physics [8], Copyright 2012.

9.3. Experimental Analysis of Pt/LnScO3 - Adhesion and Orientation

Chapter 5 contains an experimental assessment of the adhesion energies and mor-

phological distribution of Au/LnScO3. While the strain mismatch affected the relative

population of twinned particles compared to single crystals, the adhesion energies re-

mained relatively constant. A comparable analysis of Pt is certainly warranted for a full

understanding of the interfacial energetics and strain in the Pt particles.
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While no significant changes in particle adhesion were observed in Au, this may not

be the case for Pt: Enterkin et al. demonstrated the impact of strain mismatch on Pt

nanoparticle adhesion on SrTiO3 vs. (Ba,Sr)TiO3 in Figure 9.2a [11]. Additionally, initial

DRIFTS measurements of Pt/LnScO3 in Figure 9.2b show a relationship between the CO

binding configuration and the support material used. Considering this previous work,

I believe a comparative study of Pt on the different LnScO3 materials to observe the

particle adhesion and morphology, as well as carefully measuring lattice parameters to

observe any potential strain in the Pt, will provide necessary insight to the behavior of

these particles in catalysis.

I hypothesize that the Pt/LnScO3 system will also be ideal for studying the effect of

strain mismatch on Pt orientation. Previous work on Pt/SrTiO3 found a significantly

higher population of single crystalline particles than twinned particles [11, 119], and

the preliminary imaging performed on Pt/LnScO3 agrees with this finding. The (110)

interface discussed in Chapter 8 is the result of strong bonding between the nanoparticle

and support while the (111) interface is the result of the lower energy of the (111) plane

of Pt. The strain mismatch between LnScO3 and Pt varies depending on the LnScO3

material, and this should preferentially affect the bonding of the (110) interface while

having a lesser effect on the (111). Instead of forming MTPs to accommodate different

amounts of tensile strain, I suspect the Pt particle orientation and adhesion energies will be

affected. This can be experimentally confirmed by comparing the relative populations and

adhesion energies of each orientation on the different support materials, then compared

to the results of catalytic experiments.
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Figure 9.2. HREM Pt supported on SrTiO3 and (Ba,Sr)TiO3 is shown in
(a). The strain mismatch is greater on (Ba,Sr)TiO3, and the Pt particles
have a greater adhesion energy demonstrated by the decreased adhesion.
DRIFTS of CO on Pt/LnScO3 is reported in (b). The signal above 2000
cm−1 is associated with linearly bound CO, and the signal near 1800 cm−1

with bridged CO [9, 10]. The relative population of bridged compared to
linearly bound CO (calculated via integrating the peak areas) as a function
of strain mismatch is inset, though adding more datapoints is necessary
to begin drawing conclusions related to trends in this behavior. (a) is re-
produced by permission from Springer Nature, Topics in Catalysis [11],
Copyright 2013.

9.4. Using Pt/LnScO3 for New Catalytic Reactions - Particle Strain

Mismatch vs Support Basicity

The research proposed in the previous section will be essential towards understanding

the relationship between strain mismatch and the Pt nanoparticle behavior, and following

that work the Pt/LnScO3 samples can be used to catalyze other reactions to determine

the key properties that dictate performance of different reactions. In the Au/LnScO3



144

system binding the intermediates was influenced by the 4f inductive effect while the Au

was similar on all supports, if the Pt/LnScO3 system is significantly influenced by the

strain mismatch, both the strain and inductive effect can be probed in tandem.

Performance metrics (such as activation energy, rate, and selectivity) that depend

heavily on the support basicity will have a minimum or maximum over Pt/NdScO3,

while metrics dependent on the strain mismatch will have an intermediate value over

Pt/NdScO3. However, it is likely that a combination of the basicity and strain mismatch

impact catalytic performance metrics, and comparing SmScO3 and LaScO3 will help to

deconvolute that combination since they have similar basicities but different lattice pa-

rameters. Adding GdScO3 to the support library and performing similar CO2 desorption

measurements will also provide a fourth point of comparison. The research proposed in

the previous section should be done first so it is known exactly which aspects of the Pt

are changing from sample to sample when analyzing any catalytic results.

9.5. Synthetic Control of LnScO3 Substrate Faceting

My final proposed project focuses on the synthesis of the LnScO3 substrate materials.

Previous work on SrTiO3 nanoparticles demonstrated the ability to control which facet is

primarily exposed using different alcohols as surfactants [104], and expanding this control

to the LnScO3 system will allow the inductive effect to be further explored and applied

to affect catalytic performance.

In Chapter 4 the pseudocubic {100} facets of LnScO3 were found to consist mostly of

a Sc rich double layer termination, while the {110} type facets were single layer termina-

tions. Despite two full Sc rich layers on the cuboidal substrates used in Chapter 7, the
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inductive effect of the lanthanide was able to facilitate electron transfer and alter catalytic

behavior. By synthesizing the LnScO3 materials to preferentially expose the single layer

{110} type facets, the impact of the inductive effect should be amplified and generate a

more significant impact on the catalytic performance.

As discussed at the end of Chapter 4, ∆µSc2O3 will impact the thermodynamic Wulff

shape of the nanoparticles. If ∆µSc2O3 can be controlled, this should grant a degree of

shape control over the products, allowing selectivity towards different faceting. As a

first step, performing a detailed analysis of the experimental Wulff shapes produced by

the current synthesis procedure will help determine ∆µSc2O3 in current synthesis proce-

dure. From there, adjustments can be made to either the relative concentrations of Sc

precursor in solution or surfactants can be added, and their impact can be assessed via

imaging of the particles and analysis of the produced shapes. However it should be noted

that this comparison will not give exact values for ∆µSc2O3 , as the predicted shapes are

thermodynamic and the synthesis certainly has a degree of kinetic influence.

Unlike the previous SrTiO3 hydrothermal synthesis methods, the LnScO3 particles

are synthesized in an open flow, tube reactor [26]. As a result, the surfactants would be

added to the bubbler solution to change the gas environment of the furnace. The surfaces

of the new particles would need to be studied first, as new synthesis environments can

change the reconstruction that forms.
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APPENDIX A

Surface Energy Minimization Proof

This proof is modeled Appendix 3.2 in Prof. L. Marks’s thesis [187], which is a trans-

lation of the proof by von Laue [29], and is also published as the Supporting Information

of the reference [122]. It differs from the original owing to the inclusion of a 3rd type of

“surface” as the interface. First consider the crystallites as separate entities with their

own origins. Defining variables, we have distances mi as normal distances from the origin

to an external surface, nj as the normal distance from the origin to a twin boundary, and

pk as the normal distance to the interface. External surface areas are Mi, twin surface

areas are Nj, and the interfacial areas are Pk; and they will have energies of γi, γtwin, and

γeff respectively.

We can now write the total surface energy (S) and the total volume (V ) of the system

as:

(A.1) S =
∑
i

γiMi +
∑
j

γtwinNj +
∑
k

γeffPk

(A.2) V =
1

3

(∑
i

miMi +
∑
j

(njNj + n′jN
′
j) +

∑
k

pkPk

)

where n′j and N ′j are the contributions to twin boundary j from the complementary

crystallite, taking care to count each twin boundary only once.
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A Lagrangian (L) can be written and minimized using a linear combination of the

variables Ql =
∑

q aqmq +
∑

r brnr +
∑

s csn
′
s +
∑

t dtpt as below:

(A.3)
∂L

∂Ql

= 0 =
∑
i

γi
∂Mi

∂Ql

+
∑
j

γtwin
∂Nj

∂Ql

+
∑
k

γeff
∂Pk
∂Ql

+ 2λ
∂V

∂Ql

Now, differentiating the volume over a given variable gives:

(A.4)
∂V

∂mu

= M + u =
1

2

(∑
i

mi
∂Mi

∂mu

+
∑
j

(
nj
∂Nj

∂mu

+ n′j
∂N ′j
∂mu

)
+
∑
k

pk
∂Pk
∂mu

)

Grouping together all remaining, non-zero terms of the differentiation over all of Ql

yields the following fro the differentiated Lagrangian:

(A.5)
∂L

∂Ql

= 0 =
∑
i

(γi−λmi)
∂Mi

∂Ql

+
∑
j

(γtwin−λ(nj +n′j))
∂Nj

∂Ql

+
∑
k

(γeff −λpk)
∂Pk
∂Ql

where the solution, given a general Ql, is:

(A.6) λ =
γi
mi

=
γtwin

(nj + n′j)
=
γeff
pk

The symmetry of opposing faces in a twin boundary, nj = n′j, allows further simplification

to:

(A.7) λ =
γi
mi

=
γtwin
2nj

=
γeff
pk

The factor of 1
2

is associated with the twin energies since each crystallite is treated indi-

vidually, confirming that there is no double counting of these energies.
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APPENDIX B

Substitution of γeff

Considering the Wulff construction for a strongly faceted particle, the following rela-

tionships can be applied:

(1) The contribution to the total volume from a surface i with an incremental area

dAi is: dV = 1
3
γidAi

(2) If one assumes all surfaces and interfaces are perfectly flat and faceted:
∫
γ(n̂dA =∑

i γiAi

The interface of an individual crystallite, can be separated form the other surfaces in

the εw term and Equation 5.2 can be rewritten as follows for that single crystallite after

applying the previously mentioned relationships:

(B.1) εw(h) =
1

γ111

∑
i γiAi + γintAint

(
∫

dV (h))
2
3

Now summing this expression over j individual crystallites, the sum of the interfacial

contributions can be separated:

(B.2)∑
j

εw,j =
∑
j

[
1

γ111

∑
i γiAi + γintAint

(
∫

dV (h))
2
3

]
j

=
∑
j

[
1

γ111

∑
i γiAi

(
∫

dV (h))
2
3

]
j

+
∑
j

[
1

γ111

γintAint

(
∫

dV (h))
2
3

]
j

If we take fj to be the fraction of the total interfacial area (Aint,tot =
∑

j Aint,j)

encompassed by crystallite j such that fj =
Aint,j

Ainttot
, we obtain from the rightmost term of
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the previous equation:

(B.3)
∑
j

γint,jAint,j = Aint,tot
∑
j

γint,jfj = Aint,totγeff
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APPENDIX C

Au Particle Size Statistics

Figure C.1 shows the areal density of Au on the support surfaces calculated from the

Au loadings, particle sizes, and support surface areas both before and after catalysis.

Figure C.1. Surface density of Au nanoparticles both as deposited (left)
and after catalytic testing (right).

Table C.1 contains more detailed statistics of the Au particle sizes. The samples

on which the Au nanoparticles underwent runaway sintering have a large disagreement

between the RMS and mean particle sizes, which is given in the rightmost column with

large values bolded. A histogram of the particle size distribution after catalysis on one

such sample is shown in Figure C.2. This sample was close to the transition between

conventional and runaway sintering, with a mixture of both occurring as evidenced by the

bimodal distribution.
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Table C.1. Average Au sizes (davg, given in nm), standard deviations
(STD), and RMS disagreement of the post-catalysis samples

Support Loading davg STD davg STD RMS disagreement
(mole %) (initial) (initial) (final) (final) (RMS− davg)

LaScO3 0.18 1.04 0.59 7.21 5.18 1.64
LaScO3 0.24 1.33 0.62 3.20 3.08 1.23
LaScO3 0.45 1.28 0.36 4.11 4.23 1.79
LaScO3 1.18 1.54 0.65 3.44 1.13 0.18
LaScO3 2.06 1.94 0.58 4.26 1.47 0.25
LaScO3 4.77 2.18 0.46 4.33 1.18 0.16
NdScO3 0.48 1.45 0.34 2.06 1.02 0.24
NdScO3 0.99 1.77 0.45 2.42 0.60 0.07
NdScO3 2.18 2.33 0.66 2.95 0.68 0.08
NdScO3 4.35 2.65 0.63 4.22 1.01 0.12
SmScO3 0.26 1.16 0.66 11.61 10.32 3.85
SmScO3 0.56 1.38 0.44 3.29 3.32 1.38
SmScO3 0.78 1.41 0.52 2.41 1.51 0.43
SmScO3 2.41 1.43 0.27 2.99 1.04 0.18
SmScO3 4.26 1.50 0.26 3.77 1.05 0.14

Figure C.2. Au size distribution after catalytic testing on LaScO3 with a
loading of 0.45 mole %. Due to the runaway sintering in some of the parti-
cles, a bimodal distribution develops.
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APPENDIX D

Expanded TOF Results
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Figure D.1. TOF data from the samples at all measured temperatures using
the particle sizes measured after catalysis. Error bars are calculated using
the particle standard deviations.
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Figure D.2. TOF data from the samples at all measured temperatures us-
ing the particle sizes measured before catalysis. As noted in the main text
of Chapter 7, the particle sizes measured after catalysis are more repre-
sentative of the experimental conditions, but these are reported here for
completeness and show no unexpected or unrealistic results. Error bars are
calculated using the particle standard deviations.
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APPENDIX E

Layer Resolved DOS of the Interface

Figure E.1. Layer resolved DOS of the interfacial layers of GdScO3 and Pt
near Ef . In both cases, red represents the layer at the interface, blue is
the next nearest, and black is the third layer. As seen, the MIGS largely
disappear after the first atomic layer of GdScO3, and the Pt is mostly
unaffected, though some differences exist at the interfacial layer. In the
GdScO3 DOS, the occupied regions are both O 2p and appear similar, while
the unoccupied regions are Sc 3d in Subsurface 1 and Gd 4f in Subsurface
2. Positive values are spin up while negative are spin down.
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